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Introductions. Online social networks like Twitter and Facebook produce an overwhelming amount of information every day. However, research suggests
that much of this content focuses on a reasonably sized set of ongoing events or topics that are both temporally and geographically situated. These patterns
are especially observable when the data that is generated contains geospatial information, usually generated by a location-enabled device such as a
smartphone. In this paper, we consider a data set of 1.4 million geo-tagged tweets from a country during a large social movement, where social events and
demonstrations occurred frequently. We use a probabilistic graphical model to discover these events within the data in a way that informs us of their spatial,
temporal and topical focus. Quantitative analysis suggests that the streaming algorithm proposed in the paper uncovers both well-known events and lesser-
known but important events that occurred within the timeframe of the dataset. In addition, the model can be used to predict the location and time of texts that
do not have these pieces of information, which accounts for the much of the data on the web.
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Methodology. We define event to be a combination of latent =
R distributions over time, location and text. Tweets associated
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v with a specific event are drawn from the corresponding
distributions that belong to this event. We use graphical model
illustrated in Figure 1 to characterize the relationships between
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Prediction Results. We also conducted large scale experiments to predict some information in the tweets. For example, we can predict the text of a tweets based
on time and location, which might give us some hint of the events. We can also predict the time/location of the tweets based on other information based on our
event model. Figure 5,6 and 7 are the mean square error of prediction of text, time and location over the number of events on different models. Here we see that
with the increase of number of events, the prediction error decreases dramatically. We can also see that the full Bayesian model with al the components always
perform better than other alternative models.

This work was supported in part by the Office of Naval Research (ONR) through a MURI N000140811186 on adversarial reasoning, MINERVA N000141310835 and by the Center for
Computational Analysis of Social and Organization Systems (CASOS). The views and conclusions contained in this document are those of the authors and should not be interpreted as representing
the official policies, either expressed or implied, of the Office of Naval Research or the U.S. government.

Www.casos.cs.cmu.edu

institute for
I S SOFTWARE
RESEARCH




