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Abstract—Definition acquisition is a necessary step in building
an artificial cognitive assistant that helps military personnel to
gain fast and precise understanding of the various terms and pro-
cedures defined in applicable legal documents. We approach the
task of identifying definitional sentences from operations law doc-
uments by formalizing this task as a sentence-classification task
and solving it by using machine-learning methods. This paper re-
ports on a series of empirical experiments in that we evaluate and
compare the performance of learning algorithms in terms of label-
prediction accuracy. Using supervised techniques results in an F1
score of 95.93% and a 96.72% recall rate. However, for real-world
applications, it would be too costly and unrealistic to ask personnel
involved in military operations to label substantial amounts of data
in order to build a new classifier for different types or genres of
text data. Therefore, we propose and implement a semisupervised
(SS) solution that trades off prediction accuracy to label efficiency.
Our SS approach achieves a 90.47% F1 score and 93.44% recall
rate by using only eight sentences labeled by a human expert.

Index Terms—Definitional-sentence classification, semisuper-
vised (SS) learning, supervised learning.

1. INTRODUCTION

YPICALLY, the conduct of military operations is governed

by laws, rules, and agreements. For the U.S. military, the
regulations applicable in the case of military operations and
contingencies on U.S. territory and abroad are defined in the
operations law [24]. The operations law is a collection of do-
mestic, foreign, and international regulations. It includes key
legislations regarding conflicts, such as the law of armed con-
flict (LOAC), which is also referred to as the law of war, which
is a part of international law that regulates the conduct of armed
hostilities [27]. For any specific operation, which can range from
peacetime missions to armed conflicts, military authorities issue
standing Rules of Engagement (RoE). The RoE “delineate the
circumstances and limitations under which the United States
forces will initiate and/or continue combat engagement with
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other forces encountered” [25]. Different nations and transna-
tional organizations, such as the North Atlantic Treaty Organi-
zation (NATO), often have their own RoE.

In the case of deployment abroad and involvement in inter-
national conflicts, any player involved, including commanders,
judge advocates, and peace-keeping forces, are required to con-
sider international laws in addition to national regulations. As
part of this process, each player has to quickly gain a correct
understanding of the terms and procedures defined in any op-
erations law that apply to the current situation. The relevance
of a regulation can vary from operation to operation. These re-
quirements can lead to a large collection of a different set of
documents to be taken into account for every new operation by
groups and units of any size within a short amount of time. The
broader goal with the research presented herein is to support
this knowledge-acquisition process through reliable technolo-
gies [19]. In this paper, our specific goal is to develop a labeling
efficient and predictably accurate system that detects and ex-
tracts the definitions of concepts from a specific convention,
namely, the United Nations Convention on the Law of the Sea
(UNCLOS). UNCLOS regulates various aspects pertaining to
the seas and the oceans, such as territorial, economic, and eco-
logical questions, including fishery and piracy [26]. UNCLOS
was passed after nine years of negotiation as an international
customary law in 1982 and is currently ratified by 157 states.
Customary laws codify rules that are legally binding to those
who ratify them [1]. Even though the U.S. did not sign the full
UNCLOS treaty, the RoE for a U.S. Navy mission might order
the respective team to comply with UNCLOS.

Machine-learning methods are powerful techniques to solve
information-extraction tasks, including definition extraction.
Therefore, we approach the definitional sentence-classification
problem by using different learning methods. For real-world
applications, it is inefficient and impractical to ask command
authorities or legal experts to label large amounts of data, which
would be necessary to train supervised models. To minimize
the human-labeling effort, we propose a semisupervised (SS)
learning solution that balances prediction accuracy and labeling
efficiency. How can this approach serve humans in their deci-
sion making efforts? On the long run, we envision our solution
to integrate with an artificial cognitive assistant that quickly
and predictably accurately extracts definitions from new legal
documents based on a few rounds of interactions with a hu-
man subject-matter expert through an interactive interface as
follows: In each round, the assistant presents the human expert
with a few sentences and asks her to select an appropriate, pre-
defined label per sentence, such as “definitional” or “nondefini-
tional.” After a few rounds, the assistant uses the expert’s choices
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to train a classifier. In summary, the ultimate goal here is to
develop an efficient and effective solution that generalizes well
to previously unseen and potentially large amounts of opera-
tions law documents so that people with a need for definitions
of terms are supported.

The contributions of the research presented herein include the
following:

1) identification of surface patterns as features from natural
language text data that are suitable inputs to a supervised
machine-learning system which achieves high accuracy
in detecting and classifying definitional sentences from
operations laws;

2) proposal and evaluation of an SS learning solution that
minimizes human-labeling efforts for military applica-
tions while achieving high accuracy.

The remainder of this document provides a concise back-
ground section on the more general definition-extraction task.
We continue with reporting on how we utilize state-of-the-art
machine-learning techniques to solve the definition-extraction
task for the domain of legal text documents and on the perfor-
mance and evaluation of the proposed solution.

II. PROBLEM FORMALIZATION

Definition acquisition from legal documents is related to ques-
tion answering (QA), which is an information-retrieval task [20].
In QA, definitions are formalized as those sentences that con-
tain the most-descriptive information; for example, answering
questions like “What is XX?” or “Who is YY?” requires the
extraction of multiple answers from multiple documents and
the combination of the extracted answers into a single unified
answer. Definitional QA problem has been solved via surface-
pattern-based methods [1], [5], [9], [18], [22], and have been
formalized as a ranking problem [7], [21].

Table I contains several examples of definitional sentences
from UNCLOS. From reading this corpus, we have identified
characteristics that are specific to this body of law. These char-
acteristics differ from traditional definitional QA based on news
articles.

1) Specialty: A common concept can be assigned to a specific
meaning in the context of law. For example, in UNCLOS,
the concept of “area” is defined as the seabed and ocean
floor and subsoil thereof beyond the limits of national
Jjurisdiction.

2) Inheritance: A specific concept can inherit part of its def-
inition from a more generic parent concept. For example,
in UNCLOS, “pioneer area” is defined as an area allo-
cated by the Commission to a pioneer investor for pioneer
activities pursuant to this resolution. A pioneer area is a
specific area such that the definition of the concept “area,”
as provided above, also applies.

3) Comprehensiveness: A sentence defining a single concept
can be very long; occasionally spanning more than a single
page. Definitions, furthermore, include specifications of
what something is and what it is not. For an example, see
the UNCLOS definition of “dumping” in Table 1.

In this paper, we focus on identifying explicit definitions from

military operations laws. Besides explicit definitional sentences,

TABLE I
EXAMPLES OF DEFINITIONAL SENTENCES IN UNCLOS

Definition -
Definition Sentence
Concept
area “Area" means the seabed and ocean floor and subsoil
thereof, beyond the limits of national jurisdiction.
pioneer area  ““Pioneer area’ means an area allocated by the

Commission to a pioneer investor for pioneer activities

pursuant to this resolution.
bay For the purposes of this Convention, a bay is a well-
marked indentation whose penetration is in such
proportion to the width of its mouth as to contain land-
locked waters and constitute more than a mere curvature
of the coast.
The natural resources referred to in this Part consist of
the mineral and other non-living resources of the seabed
and subsoil together with living organisms belonging to
sedentary species, that is to say, organisms which, at the
harvestable stage, either are immobile on or under the
seabed or are unable to move except in constant physical
contact with the seabed or the subsoil.
"dumping" means:
(i) any deliberate disposal of wastes or other matter from
vessels, aircraft, platforms or other man-made structures
at sea;
(ii) any deliberate disposal of vessels, aircraft, platforms
or other man-made structures at sea;
"dumping" does not include:
(i) the disposal of wastes or other matter incidental to, or
derived from the normal operations of vessels, aircraft,
platforms or other man-made structures at sea and their
equipment, other than wastes or other matter transported
by or to vessels, aircraft, platforms or other man-made
structures at sea, operating for the purpose of disposal of
such matter or derived from the treatment of such wastes
or other matter on such vessels, aircraft, platforms or
Structures,
(ii) placement of matter for a purpose other than the mere
disposal thereof, provided that such placement is not
contrary to the aims of this Convention.

natural
resources

dumping

TABLE II
EXAMPLES OF NONDEFINITIONAL SENTENCES IN UNCLOS

A coastal State which is a member of or has a bilateral agreement with an
international organization, and in whose exclusive economic zone or on
whose continental shelf that organization wants to carry out a marine
scientific research project, directly or under its auspices, shall be deemed
to have authorized the project to be carried out in conformity with the
agreed specifications if that State approved the detailed project when the
decision was made by the organization for the undertaking of the project,
or is willing to participate in it, and has not expressed any objection within
Sfour months of notification of the project by the organization to the coastal
State.

A State Party which is in arrears in the payment of its financial
contributions to the Authority shall have no vote if the amount of its
arrears equals or exceeds the amount of the contributions due from it for
the preceding two full years.

UNCLOS also contains sentences with implicit definitional de-
scription, such as the examples shown in Table II. These sen-
tences are not considered by the identification technology de-
scribed herein.

We separate the definitional knowledge-acquisition process
into two tasks: definition detection and defined-concept extrac-
tion. Definition detection means to identify sentences that de-
fine concepts from natural-language text. Defined-concept ex-
traction means to locate and extract the actual concept that is
defined in a definitional sentence.
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Defined-concept extraction is a relatively simple and straight-
forward task: Given a definitional sentence, several heuristics
and rules can be applied to successfully extract the defined con-
cepts from definitional sentences. Following is an example for
these rules: Pick the quoted named entity right next to either one
of the following term “means/considers/refers to.”

Definition detection from a large operations law corpus is
a more challenging problem. In this paper, we formulate the
definition-detection task as a sentence-level-classification prob-
lem. The evaluation of the identified sentences is straightfor-
ward: A false positive is a sentence that does not define a
concept, although it might contain some relevant information
about a concept. A false negative is a definitional sentence that
we failed to identify as such. In the given application domain,
the latter type of error seems more severe as it may result in
disregarding factual knowledge and the noncompliance with
RoE. Therefore, for definition detection from operation-law
documents, the recall rate is a more crucial performance mea-
sure than the precision rate. These measures are explained in
Section IV-C.

III. RELATED WORK

The majority of related work stems from definitional QA.
Prior work in definitional QA can be categorized into three fam-
ilies of methodological approaches, which are often combined
into multimethod approaches for practical applications: surface-
pattern-based methods, ranking-based methods, and Internet-
data-driven methods.

A. Surface-Pattern-Based Methods

Blair-Goldensohn et al. [1] presented a definitional QA
system that combines knowledge-based methods with statis-
tical methods. Cui et al. [9] explored the usage of proba-
bilistic lexical-syntactic pattern matching for definitional QA.
Ravichandran and Hovy [18] developed a method to learn
surface patterns via bootstrapping, which is an SS learning
method. Overall, surface-pattern-based methods are a simple
and straightforward approach, but they cannot achieve the ac-
curacy rates comparable with those from alternative approaches
[6], [22].

B. Ranking-Based Methods

Chen et al. [7] proposed a reranking method for answers that
is novel in its language model, which considers dependencies
between words. Their method outperforms prior bag-of-words-
based approaches. Xu et al. [21] ranked retrieved definitional
excerpts according to the expert’s likelihood of being good def-
initions. Their experiments show that ranking outperform clas-
sification and ordinal regression. Ranking-based methods are
highly dependent on the modeling algorithms and do not lever-
age other sources of information.

C. Internet-Data-Driven Methods

Cui et al. [8] demonstrated an approach that applies soft-
matching patterns to text data from the Internet in order to iden-

tify definitional sentences. Hildebrandt er al. [12] proposed a
multimethod approach to QA that combines an offline database
constructed from surface patterns with searching through an
online dictionary plus using an off-the-shelf retriever for docu-
ments from the Internet. Lampouras and Androutsopoulos [14]
generated training examples for supervised learning from online
encyclopedias and text data, and based on that train, a model
that is then used to search the web for definitions of concept
that have yet to be covered by the online encyclopedias. Given
the characteristics of operations law, we cannot leverage infor-
mation from the Internet for the given definition detection and
extraction task.

IV. DEFINITION DETECTION WITH
SUPERVISED-LEARNING METHODS

As prior work has shown, one promising strategy to tackle the
definitional sentence-classification problem is to use supervised
machine-learning methods that share the same data representa-
tion. For this purpose, each sentence is represented as a feature
vector, where each feature provides some signal that increases or
decreases the overall likelihood of a sentence to be definitional.

Our supervised procedure consists of the following steps:
Given an operation-law document, we first split the document
into sentences. Then, we predict for every sentence whether it
is definitional or not. If it is a definitional sentence, the defined
concept is extracted from it.

Sentence splitting and defined-concept extraction can be
solved with high accuracy by using well-defined heuristics and
rules. In this paper, we focus on the accurate and efficient pre-
diction of definitional sentences. We apply generative learning
method (i.e., Naive Bayes) and discriminative learning methods
(i.e., support-vector machines (SVMs) and gradient-boosting
decision tree) to solve the definition-detection problem.

In contrast with traditional definitional QA tasks, definition
detection and extraction from operations law requires high pre-
cision. Furthermore, these documents are lengthier and more
complex than documents on the web typically are. To the best
of our knowledge, there is no prior work on definition detection
and extraction from operations-law text data.

A. Supervised Learning Algorithms

1) Naive Bayes Model: Naive Bayes model [15] is a simple
and effective generative learning method for classification tasks,
and we include it as our baseline. The basic idea is the Bayes
theorem is

P(y) x P(z|y)
P(z)

Each sentence is represented as a vector of Nfeatures of the
observed language input x = (v1,v2,...,Vy).

To simplify the computation, the Naive Bayes model assumes
that all attribute values v; are independent, i.e., for i # j, v; and
v; are conditional independent of given x. Therefore, (1) could
be simplified to

P(ylz) = (1)

P(y) < T, P(vily)

P(y|z) = P()

@)
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Based on (2), a Naive Bayes model can be constructed according
to the rule of maximum a posteriori (MAP). The corresponding
classifier is defined as follows:
N
y' = agmax{P(y) x ][ _, P(uily)}- 3)
Y

To avoid P(v;|y) to equal zero, we use the Laplace smoothing
method [7] for our experiments.

2) Support-Vector Machine: SVM is the most widely used
method for classification. SVM searches for a hyperplane that
separates a set of positive and negative training examples [3],
which correspond to definitional and nondefinitional sentences
in our experiments. The hyperplane is defined as w” = + b = 0,
where w € R? is a vector orthogonal to the hyperplane, |b|/||w]|
is the perpendicular distance from the hyperplane to the origin,
and ||w]| is the Euclidean norm of w. The decision function is
the hyperplane classifier given by

F(x) = sign(w’ z 4 b). 4)
The hyperplane is subject to

yilwlz; +0) >1-§ Vi=1,...,N, E>0 (9

where ; € R? is a training example with d dimensions of fea-
tures, and y; € {+1, —1} denotes the label of the feature vector
x;. In this formula, £ is a positive slack variable, and sum of ¢;
means the upper bound of training errors. The margin is defined
by the distance between two parallel hyperplanes w” = 4+ b = 1

and w” z + b = —1. Therefore, the SVM training process can
be defined as an optimize problem as follows:
Minimize }wTw + Z & 6)
2 - !

where + is the regularization parameter, which is usually em-
pirically selected to reduce the testing errors. Equation (6) is
subjected to (5).

A linear SVM classifies linearly separable data points on
a hyperplane. If the data points are not linearly separable, the
basic SVM can be extended by nonlinear kernels such that high-
dimensional hyperplanes can be processed as

K(zi,xj) = (x; - x; + 1) @)
K(zi,2;) = exp(—lle; —a;|*),  fory >0 (8)
K(z;,z;) = tanh(kx; - 2; — §), ford > 0. ©)

To implement SVM, we use the SVM-light package [13]. We
use a linear kernel function as the baseline, a polynomial kernel
function [see (7)] with pdegree, a radial-basis kernel function
[see (8)], and a sigmoid kernel function [see (9)].

However, nonlinear SVM is heavily dependent on the data
distribution. If the data do not fit well on those predefined SVM
nonlinear kernels on high dimension, nonlinear SVM will not
perform well. Therefore, we also choose gradient-boosting tree
(GBT), which is a gradient-boosting nonlinear model, but do
not rely on data distribution.

3) Gradient-Boosting Tree: The basic idea with boosting is
to iteratively decrease the error, which is also called loss func-
tion, with a weak learner. GBTs use decision trees as weak

learners [10] and iteratively fit an additive model in order to
minimize the loss function L(y;, fr(x + 1)) as

T

t=1

(10)

where TR, (x;0;) is a decision tree at iteration ¢, which is
weighted by parameter [3;, 0; is the parameter in the decision
trees, and A is the learning rate. At iteration ¢, tree TRy (x; 0;)
is generated to fit the negative gradient of least-square errors as

N
6= argminz (=Git — B TR (x); 0) (D
p i

where G, is the gradient over the current prediction function
given by

Git = [OL(yi, f(2:))/0f ()] =5, -

The optimal weight of trees 3; is computed as

(12)

N
B = arg;anL(yi, fir (@) + BTRy(2:,0).  (13)
£ i

If we choose squared errors as the loss function, the gradient is
given by G(z;) = —y; + f(z4).

Compared with nonlinear SVM kernels, GBT is more robust
for nonlinear classification tasks since the “kernel trick” in SVM
relies on the distribution of the data. If the data do not fit the pre-
defined SVM kernels well on a high-dimensionality hyperplane,
GBT outperforms nonlinear SVM [4].

B. Data and Features

We evaluate the performance of different supervised learning
algorithms on UNCLOS. First, UNCLOS was split up into 3949
sentences. A total of 807 of those sentences are empty or only
contain page-index information. For this project, we established
a ground truth to learn from and evaluate against by labeling
the remaining 3142 sentence in UNCLOS as being definitional
or not. This process was pursued by all the three authors col-
laboratively until an agreement on every sentence was reached.
As a result, we identified 61 definitional sentences and 3081
nondefinitional sentences.

Since the total number of positive examples is small, we need
to avoid a high-dimensionality feature space. Furthermore, in
order to build a robust solution, all features should generalize
well to new and unseen legal documents. To solve this task, we
propose and implement a set of contextually sensitive features
generated from surface patterns of the text data.

Much of the prior work in definitional QA uses surface pat-
terns for definition extraction. Those surfaces can either be man-
ually generated [5], [20], or be automatically learned [1], [9],
[18]. Prior examples for such surface patterns are as follows:

— <Definition>, <Defined Term>.

— <Defined Term> is a <Definition>.

— <Defined Term>, which is <Definition>.

Surface-pattern-based methods are typically reported to result
in accuracy rates far below 90%, which is unacceptable for crit-
ical missions. While relying on surface patterns alone might not
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TABLE III
FEATURES EXPLANATION FOR DEFINITION SENTENCE CLASSIFICATION

TABLE IV
METRICS DESCRIPTION

Feature Feature Explanation Definitional Non-Definitional
D Type P (label) (label)
1 Count Number of quotation marks in the sentence; Definitional
2 Count Number of words in the <key-term>; (prediction) True Positive False Positive
3 Count Number of words in the sentence; Non-Definitional
4 Binary <key-term> occurs at the beginning of the sentence; (prediction) False Negative True Negative
5 Binary <key-term> occurs at the end of the sentence;
7 Bian  <tertoms iv il et sppercaser TABLE V
. ' . o EVALUATION OF SUPERVISED METHODS WITH FIVEFOLD CROSS VALIDATION
8 Binary <key-term> contains pronouns;
9 Binary <key-term> is followed by “is a” or “is an” or “is
the”; Precision (%) Recall (%) F1 Score (%)
10 Binary <key-term> is followed by “which is” or “which are”
11 Binary The sentence contains “mean” or “means” or
“meant”; Naive Bayes 73.52 78.69 76.02
12 Binary The sentence contains “means of”;
13 Binary The sentence contains “refer” or “refers” or SVM (Linear) 88.89 88.52 88.70
“referred”;
14 Binary The sentence contains “consider” or “considers” or SVM (Polynomial) 89.70 96.72 93.08
“considered”;
15 Binary <key-term> does not occur in the global <key-term> SVM (Radial Basis) 90.91 95.08 92.94
list;
16 Binary <key-term> contains new context word that does not SVM (Sigmoid) 81.42 93.44 87.02
occur in the global context word list;
GBT 95.16 96.72 95.93

lead to satisfactory accuracy, using them as additional features
may provide informative signals to the learning mechanism.
Therefore, we convert existing surface patterns that have shown
to be useful for definition extraction into features for learning
algorithms. In order to facilitate feature generation, we assume
that every sentence contains exactly one <key-term>, which
we assume to be the same as the main term of the sentence. We
apply the following heuristic rules to identify one <key-term>
per sentence.

1) If a sentence contains one or multiple pairs of quo-
tation marks, the first quoted phrase is picked as the
<key-term>.

2) Otherwise, the first noun phrase in the sentence is identi-
fied as the <key-term>.

In UNCLOS, the remaining sentences are typically either
empty or only contain page index information. The remaining
sentences are disregarded for further work.

For a definitional sentence, the defined concept does not nec-
essarily match the <key-term> of the sentence. That is ok since
the <key-term> is mainly used for feature generation.

Table III shows the list of the 16 features that we generated for
definitional sentence classification. All but the last two features
are generated based on surface information from the data. The
last two features are generated based on global information from
UNCLOS: while all sentences are processed one by one from
the beginning to the end, a global <key-term> list and a global
<key-term>> context list are compiled. We define context words
as the three words left and three words right to the <key-term>.
If the <key-term> for a given sentence does not yet occur in the
global <key-term> list, the value for the pre and last feature is
set to 1; otherwise, it is set to 0. If none of the context words for
a given sentence occur yet in the global context list, the value for
the last feature is set to 1; otherwise, it is set to 0. The basic idea
with last two features is that defined concepts are most likely to

be embedded in a definitional sentence the first time they occur
in the data.

C. Evaluation

For classification tasks, the commonly used evaluation met-
rics are precision, recall, and F1 score: Intersecting the predicted
label for a sentence with the ground truth for the label of the
same sentence results in four categories of classification results,
as shown in Table [IV—true positive (tp), true negative (tn), false
positive (fp), and false negative (fn). Based on that, precision,
recall, and the F1 score are computed as follows:

tp

ecision = ——— 14

precision D+ (14)
tp

l=— 15

reca, o+ (15)

Fl— 2 X precision X recall (16)

precision + recall

F1 score is also called the harmonic average or harmonic mean
of precision and recall. In our experiments, the sum of true
positive (tp) and false negative (fn) is 61, and the sum of true
negative (tn) and false positive (fp) is 3081. Therefore, the key
task with evaluating our findings is to figure out the false positive
(fp) and false negative (fn).

D. Experimental Result

Table V shows the accuracy rates resulting from using the
supervised methods described earlier. These experiments are
based on fivefold cross validation. The results show that the dis-
criminative models outperform the generative models in both
precision and recall. Comparing the different kernels of SVM,
we observe that the two nonlinear kernels outperform linear
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kernels. The polynomial kernel performs best, while the sig-
moid kernel performs worst on this dataset. Out of all algo-
rithms tested, GBT results in the highest accuracy rates. As
explained in Section II, for this project, recall is more important
than precision. The numbers in Table V demonstrate that GBT
and all nonlinear SVM methods achieve high recall rates. The
best result has a total of two false-negative sentences and three
false-positive sentences. Our error analysis reveals that in UN-
CLOS, several definitional sentences do not contain any explicit
functional word or patterns that are captured with our feature
set. Therefore, the detected errors might be fixable by adjusting
the feature set.

In the next section, we explore using an SS approach in order
to simulate the intended real-world application. Based on the
empirical findings from this section, we will compare our results
only with the highest performing algorithms from this section,
namely, SVM with polynomial kernel, SVM with radial-basis
kernel, and GBT.

V. DEFINITION DETECTION WITH MINIMUM
HUMAN-LABELING EFFORTS

In the context of real-world, real-time military operations,
it would be prohibitively costly and time-consuming for the
involved personnel to label training data. An appropriate alter-
native to the supervised approach is SS learning, which aims to
minimize the human-labeling efforts without severely limiting
the prediction accuracy. For this paper, we investigate the usage
of SS learning to extract definitions from UNCLOS, thereby tak-
ing into account the constraints of the given domain and aiming
to balance labeling efficiency and prediction accuracy.

SS learning is a set of statistical machine-learning techniques
that exploit a small amount of labeled data and a large amount
of unlabeled data for training [2], [11]. There are two key ques-
tions for SS learning: First, how to select the best candidates
to be labeled? Second, how to best combine labeled and unla-
beled data? For our experiments, we assume all sentences to be
unlabeled in the beginning. We then label a small amount of
sentences in order to represent the input needed from a human.

A. Semisupervised Learning Solution

In this section, we propose an SS learning algorithm that ef-
ficiently and effectively combines labeled data with unlabeled
data while minimizing human-labeling efforts. The algorithm
requires several iterations: At each step, one or multiple labeled
sentences are added to the set of positive examples. After that,
the learned model is updated. When the most-recent model is
applied to the set of unlabeled data, the most-ambiguous un-
labeled data points near the decision boundary are identified
and presented to a human expert for judgment. The rationale
for this decision is that labeling these sentences provides the
most amount of information to the weak learner. The selection
of sentences to be labeled by a human can be further improved
by excluding sentences that are very likely to be negative exam-
ples, i.e., nondefinitional sentences. To be consistent with the
overall methodology presented herein, we use surface patterns

and heuristics for this step. For example, in UNCLOS, sentences
containing “should” are likely to be nondefinitional.

Besides relying on human judgment, the algorithm also de-
cides automatically about the category for a sentence by com-
puting a confidence value for the predicted label for a new
example. If this value is higher than a preset threshold, the sen-
tence is classified. As shown in Algorithm 1, our SS algorithm
consists of three steps.

Algorithm 1:

1. Set positive set Lp and negative set L, as empty.

Select r candidate positive examples € according to
surface patterns and request label from human expert. For
each candidate:

if e is labeled as positive, put it into Lp , then
randomly select & negative examples and put them into
L ;

if e is labeled as negative, putitinto L, ;

Train an initialization classifier M with Lp and Ln;

2.ier
repeat
iesi+l
Test model M on the unknown set, then choose the
most ambiguous positive example € and request label for
them from human expert;

if e is labeled as positive, add it to Lp , then
randomly select & negative examples putto L, ;

if it is labeled as negative, put it into Ln :

Update model M according to Lp and L, ;

Until i =r+1
3. repeat
Test model M on the unknown set, and choose the
most confident example;
If it is predicted as positive, and confidence is high,

add it into Lp 4
If it is predicted as negative, and confidence is high,
additinto L ;
Update model M according to Lp and L ;
Until i = N

1) Initialization: We draw a random sample from the pool of
candidates that are highly likely to be positive examples
according to the established heuristics and ask a human
expert to label these examples. We then add a few neg-
ative examples as input to the learner. We use the set of
positive examples identified by the human plus the set of
automatically detected negative examples as the training
data to train a first classifier model M.

2) Active learning to find the best candidates for human
labeling: At each iteration, train a classifier model Mby
using the existing training data. Test M on the test data.
Select the most-ambiguous candidates predicted to be pos-
itive examples, and collect human feedback on them. This
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Fig. 1. F1 score comparison with different number of human labels.

is a sequential process, i.e., the hand-labeled data from
the current iteration will be used to train M in the next
iteration.

3) Automatic label prediction: In each iteration, train a clas-
sifier model M with the existing training data, and test it
on the unknown dataset, and then select the examples pre-
dicted with high confidence into the corresponding train-
ing set. This is also a sequential process, i.e., the data
predicted and added to the training set in the current iter-
ation will be used to train M in the next iteration.

Furthermore, for the first and second steps, we establish the
following rule to balance the total amount of positive and nega-
tive examples: In each iteration, the same number « of sentences
that the human labels as positive is also added to the negative
set. In order to minimize human-labeling efforts, we need to
keep r + [ as small as possible.

A couple of previous works target to combine active learning
and SS learning together, which is equal to combine steps 2 and
3 into one step. Unfortunately, the combined method is imple-
mented with an EM algorithm [16], or cotraining algorithm [17],
or Gaussian random fields [23], and all of them need multiple it-
erations to converge, which is time-consuming and not suitable
for real-time application. In addition, starting off with such a
mixture of labeled and unlabeled examples increases the chance
of a semantic drift, which means the exponentially increasing
gravitation of the prediction model into an erroneous direction.

B. Experimental Results

For our experiments, we set the negative/positive ratio « to
5, the number of preliminary positive example r to 2, and the
total number of human labels to provide [ to be smaller or equal
to 10.

The experiment designed in this section is an offline sim-
ulation experiment. Using UNCLOS as ground-truth data, we
simulate the SS learning method. In order to do this, we assume
no labels to be available in the beginning, and then run the algo-
rithms with different parameter values to evaluate accuracy and
the total number of labels required to train the classifier model.

Figs. 1-3 show the F1 score, recall, and precision for r + [.
The results suggest that as the number of labels provided by
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Fig. 2. Recall comparison with different number of human labels.
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humans increases, the accuracy of classification rises. With ten
human labels, SVM with a polynomial kernel has an F1 score
of 81.30% and 81.97% recall rate. With ten human labels, SVM
with a radial-basis kernel has an F1 score of 80.95% and 83.61%
recall. With eight human labels, GBT has an F1 score of 88.00%
and 90.16% recall.

Figs. 4-6 show the development of accuracy for the three al-
gorithms mentioned in the previous paragraph without request-
ing human labels beyond the first round. According to these
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figures, the improvements are marginal for SVM with a radial-
basis kernel but are meaningful for the other two algorithms. For
GBT, the F1 score increases from 81.90% at the eighth iteration
t0 90.47% at the 60th iteration and corresponding recall increase
from 85.26% to 93.44%; for SVM with polynomial kernel, the
F1 score increases from 81.30% at the tenth iteration to 87.09%
at the 60th iteration; however, for SVM with radial-basis kernel,
the F1 score only increases from 80.95% at the tenth iteration
to 84.13% at the 60th iteration. Overall, GBT outperforms the
nonlinear SVM for both, i.e., predication accuracy and reducing
human efforts.

The error analysis on the unsupervised results reveal that the
ninth feature (i.e., sentences containing “is a” or “is the”) is dif-
ficult to be selected and classified because this surface pattern
is also common in nondefinitional sentences. Without labeling
the majority of the positive examples, the model could not pre-
dict respective sentences accurately. For this feature, the number
false negative is always greater than zero. However, due to the
limited amount of human labels, the majority of positive exam-
ples for this feature could not be labeled. This issue is the major
cause for the accuracy gap between the best-supervised learning
model and the best- SS model. We also found that as long as
the total number of labels is small, sentences with “which,” “is
a,” and “is the” are the most-difficult ones to correctly classify.

TABLE VI
ACCURACY COMPARISON WITH TOTAL AMOUNT OF HUMAN JUDGMENTS

#

Tudgments Precision (%) Recall (%) F1 Score (%)
“Random
10% 312 85.71 77.78 81.55
Random
20% 624 82.35 79.25 80.77
Random
30% 936 83.33 86.96 85.11
Random
40% 1248 87.18 85.0 86.08
Random
50% 1560 93.75 88.25 90.92
Random
60% 1872 88.46 92.0 90.20
Random
70% 2184 94.73 90.0 92.30
Random
80% 2496 95.16 96.72 95.93
Random
90% 2808 95.16 96.72 95.93
GBT+SS 8 87.69 93.44 90.47

Sentences with these surface patterns tend to result in numbers
of false positive that are significantly larger than with the su-
pervised algorithms. In our experiments, the best-unsupervised
results were achieved by using GBT, which returns four false
negative and eight false positives.

C. Minimize Human-Labeling Efforts

The SS learning algorithm used in this paper aims to minimize
the human-labeling effort while achieving a high prediction
accuracy in order to meet the needs of personnel involved in
military operations.

When using GBT for the SS framework, the classifier model
results in a 90.47% F1 score and needs only eight human labels.
Not using the SS framework, a straightforward solution to train
a comparably accurate classifier model is to randomly sample
some unknown sentences for human labeling.

In Table VI, we compare the accuracy resulting from using
different amounts of randomly sampled and hand-labeled sen-
tences. Here, random 10% means drawing a random sample of
10% of all sentences from UNCLOS and asking humans to label
them. GBT+SS is the abbreviation for using GBT with an SS
learning framework. We identified comparable recall rates and
F1 scores from using the following:

1) a classifier trained on randomly sampled and then hand-
labeled 50% (i.e., 1560 sentences) of all sentences in UN-
CLOS;

2) an SS learner that requires eight nonrandomly selected,
hand-labeled sentences (which is about 0.25% of all sen-
tences).

Based on our experience, it takes a person about half a minute

to label one sentence. Extrapolating these time costs to train a
classifier model based on the random-sampling method that
achieves an F1 score of more than 90%, 13 person-hours of
labeling efforts would be needed. This is a steep and costly
increase over the 4 min of human-labeling effort needed with
the SS framework.
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VI. CONCLUSIONS, LIMITATIONS, AND FUTURE WORK

This paper presents a computational solution for the task
of definition acquisition from text collections of military opera-
tions law. To approach the definition-detection problem, we con-
verted existing surface patterns into features used for learning.
We compared the performance of different supervised learning
methods, thus observing a 95.93% F1 score and 96.72% recall
rate for the most-accurately performing algorithm. To minimize
human efforts in labeling training data, we proposed and im-
plemented an SS solution that balances prediction accuracy and
labeling efficiency. The experimental results show a 90.47% F1
score and 93.44% recall rate, which only costs eight human
labels.

Several limitations apply: This paper focuses on predicting
and extracting explicit definitional sentences. However, there
are many implicit definitional sentences that cannot be detected
by using the surface patterns we worked with. In our future
work, we aim to identify and extract implicit definitions.

Furthermore, as with all machine learning, the resulting model
is assumed to deliver similarly accurate predictions when ap-
plied to new datasets but might not generalize well across lan-
guages, genres, and text data that significantly differ from the
training data on other dimensions.

Finally, definition acquisition is just one out of many chal-
lenges that people faces when they try to understand legal doc-
uments as they relate to military operations. In the future, we
will explore logic extraction and representation from respective
corpora with the ultimate goal of supporting authorities involved
with international conflicts to map their real-world environment
to legal constraints and regulations.
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