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Abstract

Increasingly, the data available to network analysts includes not only relationships between entities

but the observation of entity attributes and relations in geographic space. Integrating this informa-

tion with existing dynamic network analysis techniques demands new models and new tools. This

paper introduces extensions to the ORA dynamic network analysis platform intended to meet this

need. In particular, we present new visualization techniques for displaying the network topology of

large, noisy datasets embedded in geographic space. We present these extensions and demonstrate

them on some sample datasets.
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1 Introduction

Traditional social network analysis (SNA) focuses on the measurement and analysis of relation-

ships between a single set of agents [26]. In contrast, dynamic network analysis (DNA) is char-

acterized by the opportunistic use of the currently available data to model all visible aspects of a

system [2]. Typically, this includes multiple node types, node attributes, and snapshots of relation-

ship structure over time 1.

We consider such datasets augmented with geographic location information and find a need for

new network measures, visualization techniques and analytical methods to enable the analysis of

these spatially embedded networks. Relational information is increasingly labelled with informa-

tion regarding the spatial locations of the entities involved. As researchers and analysts explore

this spatially embedded network information, they will increasingly require the ability to integrate

the spatial analysis and network analysis into a single framework. By explicitly modeling both net-

work topological information and spatial dependencies, we attempt to produce a visualization of

the network that is simple, intuitive and informative. The rest of the paper is organized as follows.

In section 2, we survey the prior work in areas related to spatially embedded networks. Section

3 gives an overview of the Ora-GI tool and its features. Then, in section 4, we describe a new

method for discovering spatial dependencies in spatially embedded networks. Section 5 shows

how these techniques can be used in analyzing a real-world dataset, concluding with a summary

and a discussion of limitations and future work.

2 Background

2.1 Geospatial Information

The recent proliferation of sensor systems has produced many datasets which feature spatial infor-

mation in addition to the attributes and relationships typically measured. Examples include data

from GPS sensors embedded in vehicles or cellular phones, logs of online activities, and infor-

mation collected from intelligence networks. Although such data is often collected as the flow

of entities through space, additional information can often be extracted. For example, the Reality

Mining project[7] begins with such flow data and infers interactions between collocated individ-

uals. In this way, events can be inferred from the initial flow data. In addition to sensor systems

there are also situations in which more static networks are augmented with location information.

For example, in text analysis, location information can be inferred by leveraging information from

gazeteers and spatial databases by matching placenames with latitude/longitude pairs. This pro-

duces a multi-mode netork in which some subset of the nodes have been labeled with spatial

information. Regardless of how this spatially embedded relational data is collected, it is increasing

in availability, in size and in scope.

The incorporation of spatial locations into network data requires dealing with a fundamental

disconnect between spatial information and relational information. Spatial information is funda-

1Subsets of these augmentations have been discussed within SNA literature. DNA can be thought of as the explicit

study of new challenges arising from modeling all simulatenously.
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mentally continuous, whereas, relations, in contrast, are defined as existing between pairs(sets) of

discrete entities. This presents a barrier to the unification of spatial analysis and network analy-

sis. Although we can break geographic space down into discrete locations [21], it is ultimately

a continuous dimension, and any partitioning necessarily results in lost information. This loss of

information increases the risk of the ecological fallacy [23] and the related modifiable areal unit

problem [19].

The ecological fallacy is based on the observation that any calculation on aggregated data

carries the risk that subsequent results may be an artifact of the aggregation. This happens because

once data are aggregated, any subsequent analysis assumes that the data within the aggregate unit

are homogeneous [23, 19, 18] and any individual differences are unimportant. This is an open

problem, but one way to minimize the risk associated the ecological fallacy is to explore a wide

variety of different levels and methods of aggregation. Results that are consistent regardless of the

specific aggregation are more likely to be due to the properties of the actual phenomena. Although

we will not explore the implications of the ecological fallacy for spatially embedded networks in

this work, it is an important problem to acknowledge and consider in performing analysis.

Spatial dependence is a key concept in the analysis of spatial information. A set of spatially

embedded random variables is spatially dependent if each random variable is dependent on nearby

random variables. For example, spatial dependencies exist when nearby observations are more

likely to be similar than would be expected from independent observations.

2.2 Relational Information

Prior work involving the interaction between spatial and network analysis has not sufficiently in-

tegrated the two types of information. Previous work on spatial networks by geographers has

primarily focused either on storage and retrieval [24, 20] or on calculating shortest paths in trans-

portation or distribution-type data [14]. Research in the geography of social networks has focused

on case studies [E.g. 9] and on the influence of propinquity [1]. The tendency of individuals to

associate with other nearby individuals, or propinquity, has been widely observed in a variety of

different contexts [1]. This foundational research exploring the influence of geography on human

interactions is of the utmost importance, we also need tools and techniques for analyzing the data

produced by such studies.

We believe that more attention is needed on the general problem of analyzing spatially embed-

ded networks. In particular, many of the basic exploratory techniques commonly used in network

analysis seem to be somewhat less useful in analyzing networks in space. In particular, visual-

izations, which “have provided investigators with new insights about network structures and have

helped them to communicate those insights to others” [10] do not appear to be as informative for

spatially embedded networks. For example, one way in which visualizations yield useful infor-

mation is through the use of layout mechanisms designed to highlight topological properties of a

network, such as centrality, cohesive subgroups, etc. The most straightforward way of visualizing

spatially embedded networks is a simple projection of the observed nodes onto a map based on

their observed locations. By a priori choosing to locate nodes according to their observed spatial

attributes, we lose any opportunity to arrange the network according to its topology. This makes

visualization of spatially embedded networks less effective in illuminating and communicating
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the network structure. Furthermore, experience with real-world networks suggests that a small

amount of noise or background activity can further decrease the utility of these visualizations. In

large, noisy networks this simple projection may not yield an effective visualization.

Although there has been excellent work on effective visualizations of spatial networks [22, 21,

3], there has little effort to portray the underlying network topology. Specifically, these approaches

all assume that the spatial network consists of connections between places(e.g. transportation net-

works) rather than connections between distinct entites which happen to be embedded in space(e.g.

communication between people located in space). Because of this, these technique tend not to take

into account the contribution of local connections to the network topology. For example, in a

collaboration network, this is effectively ignoring collaborations between collocated individuals,

potentially misrepresenting the overall structure of the network. A visualization technique that only

takes into account edges between locations will necessarily fail to capture certain characteristics

of the network.

Social network analysis has produced a wide range of network statistics that attempt to charac-

terize a node’s position within a network. Popular measures include betweenness centrality, which

counts the number of shortest paths through a node, degree centrality, which count the number of

edges a node has, and eigenvector centrality, which recursively defines important nodes as nodes

connected to other important nodes[26]. Note that we do not restrict ourselves dyadically indepen-

dent statistics as in exponential random graphs.

We develop a technique for visualizing spatially embedded networks based on explicitly por-

traying the interaction between network topology and geographic location. We assume a priori that

there exist spatial dependencies in the topology of spatially embedded networks. Given that de-

pendency, we model the relationship between the geographic location of a node and its topological

properties.

3 ORA-GI

The Organizational Risk Analysis tool (Ora) is an integrated collection of tools for the analysis of

relational information. It combines data transformation, visualization, network analysis, graphics

generation tools, temporal analysis, and a simulation engine for short-term prediction in social

networks. ORA with Geospatial Information (Ora-GI) allows the integration of geospatial infor-

mation into the analysis of relational data, leveraging the existing tools in Ora. Ora-GI supports

many navigational features that are common in geospatial analysis such as zoom, pan and select.

Figure 1(a) shows the Ora-GI user interface. Most of these translate intuitively from the geospatial

domain into the network domain (e.g. zoom, selection(Figure 1(c))).

3.1 Visualization

In addition to basic navigational features, Ora-GI supports a a variety of common network analysis

methods. Ora-GI allows analysts to adjust the visual components (e.g. color, size) of places as

related to network properties (see Figure 1(d)). In the example shown, places are colored according

to the Newman-Girvan grouping algorithm, which attempts to discover densely subgroups within a
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mean that certain locations are more likely to contain nodes with high betweenness centrality in

the network.

This spatial dependence assumption is an extremely strong assumption that is doubtless vio-

lated in many real-world networks. Unfortunately, there are currently no statistical tests for spatial

dependencies in the network topology to inform us in making this assumption. Although there are

tests of spatial dependence in general[15, 12], the importance of propinquity in spatially embedded

social networks is a potentially confounding variable. For example, consider spatial grid, where a

node is located at each intersection and it is connected to its four immediate neighbors. Nodes to-

wards the spatial center of the grid will necessarily have certain network topological properties(e.g.

high betweenness centrality) simply due to the interaction between the spatial distribution of nodes

and propinquity. Because propinquity is a simple, well-documented phenomena with sociological

theory supporting it, we should always begin by considering it as an explanation rather than some

more complicated spatial dependency. A desirable test for spatial dependencies in the network

topology would control for effects due to propinquity. Nevertheless, we can use general tests for

spatial dependence [15, 12], but we must remember that we are not accounting for propinquity.

4.2 Kernel Density Estimation

One technique for visualizing large spatial data sets is the use of kernel density estimation to

interpolate the point intensity across the spatial region of interest. Kernel smoothing uses a kernel

function, k, to interpolate the intensity, λ, of a phenomena based on the observed set of discrete

observations. For a target location, s:

λ̂(s) =
∑

i:D(s,si)<τ

1

2τ 2
k

(

D(s, si)

τ

)

(1)

where τ is a bandwidth parameter and D(s, si) is a distance function. The bandwidth parameter,

τ , represents the fundamental tradeoff between a smooth interpolated function and a loss of infor-

mation and oversmoothing. Although the choice of a kernel function may appear to be a difficult

and important decision, it is considered to have relatively little impact on the interpolated func-

tion [25]. This intensity estimation procedure is frequently used to create heatmap-style images

but a variation called kernel smoothing [13].

4.3 Kernel Smoothing

Kernel smoothing expands this method to smooth values rather than intensities [13]. Intuitively,

each observation is weighted in proportion to its proximity to the target location. If si are discrete

observations and y(si) are some function or attribute of each observation, then the interpolated

value for a target location s is:

ŷ(s) =

∑

i:D(s,si)<γ y(si)
1

2γ2 k
(

D(s,si)
γ

)

∑

i:D(s,si)<γ
1

2γ2 k
(

D(s,si)
γ

) (2)
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Rather than use smooth some spatial property of the discrete observations, si, we smooth some net-

work statistic, z(X, i) across the spatial area. For a network statistic z(X, i) and a target location,

s:

ẑ(s) =

∑

i:D(s,si)<γ z(X, i) 1
2γ2 k

(

D(s,si)
γ

)

∑

i:D(s,si)<γ
1

2γ2 k
(

D(s,si)
γ

) (3)

This methodology has been incorporated into the larger tools described in [5] and we use that tool

to demonstrate the new approach.

5 Evaluation

5.1 Data

From the 25th to 30th of June 2005, a sensor network queried Automated Identification Sys-

tem (AIS) transponders on merchant marine vessels conducting exercises in the English Channel,

recording navigational details such as current latitude and longitude, heading, speed, reported des-

tination, and several forms of identifying information. In total, movements of over 1700 vessels

were recorded, with activities ranging from simple shipping lane traversals to apparently complex

itineraries with stops at multiple ports of call. The dataset we analyzed includes 42869 AIS reports

from approximately 1729 distinct vessels, over a large geographic range that suggests multiple

polling stations, shown in Figure 2.

Figure 2: Maritime data collected by the Automated Identification System

Although the specific format of the message is standardized, several factors limit the consis-

tency and precision of the interpretation of AIS reports. The numerical precision of the geographic
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location fields is fixed but distances over degrees of latitude and longitude vary around the globe,

resulting in actual physical precision of the readings are also inconsistent. In the English Channel

area, the effective sensor resolution was approximately 1100 meters, or .6 nautical miles, meaning

that smaller differences in location could not be accurately distinguished. Because of this, it is not

possible to examine movement patterns at a higher geographic scale with AIS data. Another lim-

itation of AIS data is the polling frequency and duration. Although it varies somewhat across the

sampled region, queries appeared to be conducted at approximately 40 minute intervals, meaning

that activities on a similar timescale might be unrecorded or almost impossible to identify. For

these reasons we focus on patterns at a low geographic scale, across the entire sampled region.

More information as well as an in depth analysis of this dataset can be found in [4].

5.2 Analysis

We examine this AIS dataset using the kernel smoothing technique as implemented in the ORA-GI

Figure 3 shows a simple projection of the network in a geographic context.

Figure 3: Initial ORA-GIS Visualization

This, however, obscures any information concerning the number of observations at each loca-

tions. Figure 5.2 shows a heatmap of the ship observations.

Although this data is represented as a network, it is not initially particularly useful. This is

due to the relatively high precision achieved by the AIS tracking system. Since every coordinate

is interpreted as a distinct location, the trails are degenerate in the sense that no two ships visit the

same location or revisit their own path. Figure 5 shows in general how the high resolution of the

data can result in a network that is not spatially meaningful. To yield a meaningful network across

space, we use density-based clustering [8] to merge nearby points into a smaller set of aggregated

meta-locations. Figure 6 shows the results of a clustering of points based on geospatial density. The
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(a) Heatmap with network (b) Heatmap without network

Figure 4: Heatmap of ship intensity both with(a) and without(b) the network visible

meta-locations discovered by the clustering algorithm correspond to the major ports and shipping

lanes in the dataset.

Now that the locations have been clustered, we can examine the topology of this network as

it is embedded in space. Figure 5.2 shows various the network of meta-locations with each meta-

network sized according to various network measures.

As prior experience has shown us in [5], although this can be a valuable measure for discovering

certain pieces of information, it does not clearly elucidate the general spatial dependencies in the

network topology. This is because two meta-locations near each other may either tend to have

similar measures, as in hub centrality, or they may not, as it would appear in both eigenvector

centrality and betweenness centrality. To visualize these spatial dependencies, it can be valuable

to use the kernel smoothing methodology proposed earlier. Figures 5.2 and 5.2 show the same

network measures using the kernel smoothing technique.

Table 5.2 shows Moran’s I spatial autocorrelation statistics, suggesting that all of these mea-

sures appear to have spatial dependencies. This supports our assumption of spatial dependence in

the topology of the network, but it also confirms the need to develop new statistical tests for spatial

dependence in network structure. It is not clear to what extent the observed spatial dependence is

caused by propinquity as opposed to specific spatial dependencies in the network topology.

This brief analysis was meant to simply demonstrate how the tools can be chained in practice.

For a more detailed examination of this dataset please see [6].

6 Conclusion and Future Work

The intersection of spatial analysis and network analysis is an exciting field demanding new tools,

techniques and visualizations. In particular, the projection of a network onto a spatial layout dra-

matically increases the complexity of the visual information. We proposed a new strategy for

approaching the analysis of spatially embedded networks based on discovering the spatial depen-

dencies of the network topology. We also present the beginnings of a methodology for discovering

these spatial dependencies through statistical tests and visualization based on kernel smoothing.
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Figure 5: Discrete entities fail to effective capture spatial proximity

Figure 6: Meta-locations defined by density-based clustering
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Measure Moran’s I Statistic

Boundary Spanner 8.78

Capability 512.66

Authority Centrality 16.19

Betweenness Centrality 494.03

Bonacich Power Centrality 481.58

Closeness Centrality 13.30

Eigenvector Centrality 113.10

Hub Centrality 20.10

Information Centrality 24.19

Degree Centrality 479.91

Clustering Coefficient 19.86

Constraint 21.42

Distinctiveness Correlation 309.54

Expertise Correlation 21702.68

Resemblance Correlation 154049.32

Similarity Correlation 26.77

Effective Network Size 1013.76

Exclusivity 284.76

Simmelian Ties 221.00

Table 1: Spatial autocorrelation statistics for various node-level network topology statistics
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We explore this general framework and the new tools developed in the context of one sample

dataset drawn from observations of ships over time. We find that in general the visualization tech-

niques appear to be informative, but additional interpretation of the results is necessary in order

to understand the advantages of the kernel smoothing technique over simple size-by visualiza-

tions. Furthermore, it is not clear that the statistical test we applied is appropriate in this context.

Although the statistical tests showed every topological statistic to be significantly spatially depen-

dent, the visualization did not imply strong dependencies for some of the statistics. Propinquity can

likely explain a large portion of the variance in network topology across space without assuming

spatial dependencies.

All of the techniques used in the analysis have been incorporated incorporated into the ORA

tool for analyzing network data. This allows other researchers to easily explore these new tech-

niques and to incorporate them into their analysis.

In general, the idea of exploring the spatial dependencies of the network structure is only

reasonable if there are in fact spatial dependencies in the network structure. Without improved

statistical tests, it is impossible to know how reasonable this approach is in general.

We did not explore the effect that the level of aggregation has on any of these results. Because

the network statistics computed on the meta-location network may be fairly complex, it is possible

that the level of aggregation could have a strong impact on the results. An improved understanding

of the influence that the aggregation step has is crucial for the results drawn from this type of

analysis to be generalizable. Other future work includes improvements to the statistical tests for

spatial dependence, the exploration of alternative spatial visualization and the incorporation of

temporal information into the analysis.

Although there are serious limitations to the specific methodologies presented here, we believe

that analysis of spatially embedded networks through spatial dependencies in the network topology

is a promising new approach to analyzing such networks.
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(a) Degree (b) Betweenness

(c) Power (d) Eigenvector

(e) Hub (f) Exclusivity

Figure 7: Assorted maps showing meta-location networks with nodes sized by various topological mea-

sures.
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(a) Degree (b) Betweenness

(c) Power (d) Eigenvector

(e) Hub (f) Exclusivity

Figure 8: Assorted maps showing meta-location networks with the interpolated network topological mea-

sures.
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(a) Degree (b) Betweenness

(c) Power (d) Eigenvector

(e) Hub (f) Exclusivity

Figure 9: Assorted maps showing the interpolated network topological measures.

17


