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ABSTRACT

This paper examines whether the coordination scheme used in the organization, i.e., the level of redundancy in access to information and the organizational structure which defines who commands/communicates-to whom, affects the organization's ability to learn and hence its ultimate performance. A model of organizational decision making is presented where organizational performance is dependent on the combined decisions of the individual decision makers who base their decisions on their previous experience. Using simulation the impact of organizational structure, information redundancy, and personnel turnover on organizational performance as the organization faces a sequence of similar, but not identical problems, is explored. This research suggests that increasing redundancy in information access does not necessarily compensate for personnel turnover, and may actually decrease the rate of organizational learning and degrade performance. The explanation lies in the fact that increasing redundancy may also increase the complexity of the task faced by individual decision makers. Thus, the adage divide and conquer may actually define the coordination scheme that for the organization produces the greatest success.

1. Introduction

Larry's Diner is a small but growing enterprise. At first, Larry could "do it all" - take the order, fry the hamburgers and fries, ... ring up receipts. As business expanded, Larry needed to hire help, eventually to the point of hiring another cook. Initially both cooks cooked entire orders. They found that they were constantly getting in each other's way. So Larry divided up the cooking job and hired additional cooks so that one could do the frying, another the pies, another the salads, and so on. In streamlining, or moving to the "assembly line method", the complexity of the task faced by each cook was reduced. The difficulty, however, was that should one cook be ill the others did not necessarily know what to do thus resulting in events like the pie kitchen shutting down.

The tradeoff, between information redundancy and task complexity, that this story illustrates pervades the core of organizational activities. Different structural solutions exist in different organizations ranging from the critical employee, such as the archetypical secretary who is so completely relied on by her boss that should she quit the office would fall apart, to the complete subdivision of tasks that theoretically characterizes military and unionized activities. From another vantage point we see that redundancy and task complexity correspond to different types of costs that the organization must face. For example, redundancy corresponds to "storage" costs and task complexity to "processing" costs. From this vantage point it becomes clear that the redundancy/task-complexity tradeoff, and related concerns, also arise in the design of information systems, decision support systems, and expert systems. In all cases, institutional memory (or data) is distributed such that what the organization knows is a function not only of which individual decision maker knows what but the relationships (such as communication and command channels) between these decision makers. Thus, coordinating the organization in order to ensure a particular level of task performance entails both finding the right balance between redundancy (in terms of multiple agents having access to, and needing to process, the same information) and the level of task complexity faced by a single agent (in terms of the amount of information available and the resultant complexity of the information processing task) and placing the right links or communication channels between personnel. In human, as well as computer organizations, finding the right balance of redundancy and complexity is further complicated by the fact that people leave, systems go offline, etc.

This paper addresses two related questions in the area of organizational coordination: (1) how does the choice of a particular level of redundancy and task complexity affect the organization's performance given that the organization is composed of intelligent but boundedly rational decision makers, and (2) are certain coordination schemes better than others given that personnel do turnover. The coordination scheme is defined as the C3I structure (Command, Communication, Control, and Intelligence), associated order of processing, and rules for processing which in this paper is characterized by the organizational structure (who commands/communicates-to whom, the procedure for producing a final organizational decision), and the access structure (who has access to what information and hence the level of information redundancy). These questions are addressed by examining via simulation the performance
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over time of organizations of intelligent agents which differ in the scheme they use to coordinate these agents.

Broadly speaking, within the area of organizational coordination, three different paradigms have emerged. The first paradigm, organized anarchies (also referred to as "garbage can theory") [1; 2; 3; 4], views organizational decisions as emergent through oversight, as a result of a matching up of energy, choices, and problems as personnel, choice situations, and information flow through the organization in a highly volatile fashion. This perspective emerged from a tradition in which the organization's behavior is seen as affected by the intended, but boundedly, rational behavior of the individual decision makers within the organization [5; 6; 7; 8; 2]. Under this paradigm, in the extreme case, there is no coordination. The second paradigm, distributed decision making [9; 10; 11; 12; 13; 14; 15; 16] views organizational decisions as being constructed by personnel working together in a cooperative fashion on tasks where the nature of the task limits information access and the quality and type of information available. This paradigm has emerged primarily from the artificial intelligence tradition in which the individual's behavior is seen as affected by the available information, search mechanisms, and plans. Under this paradigm, coordination is critical as the tasks are too complex for single individual decision makers to handle and coordination emerges from the dynamic exchange of information between peers. In contrast to these paradigms, structural theorists from the classical [17] to the neo-classical [18] argue that the structure of the organization (both formal and informal [19; 20]) controls organizational behavior. Under this paradigm, coordination is not problematic and there exists a "best" structure independent of the limitations on individual behavior. This paper draws from these diverse paradigms to suggest that decisions are constructed in a coordinated environment in which the flow of personnel, choices, and information constrain the effectiveness of the coordination scheme. In addition, it is argued that the extent organizational structures as a coordination structure affects the performance of the individual decision makers and consequently the behavior of the organization not only because the structure limits who has access to what information but also because different structures are differentially effective at storing and retrieving information. This paper, like much previous research, explores organizational behavior as a function of individual behavior; but, unlike previous research various organizational structures are contrasted (specifically the centralized hierarchy and the distributed team).

2. Experiential Learning Model

The organization is engaged in a quasi-repetitive integrated decision making task. Thus, there is a sequence of decision making periods such that each period the organization faces a new problem which is similar, but not identical, to previous problems. During each period, the new problem is evaluated by the decision making units (DMUs), a decision is made, and the members of the organization are informed of the "correctness" of their decision for that problem. As the organization, and each individual decision maker, sees a sequence of problems it builds up a typical response pattern - i.e. it learns.

2.1. Classification Task

The particular task looked at, determining whether there are more 1's than 0's in a binary word of length N, is a classification task. That is, the organization given a particular problem must classify it as a problem that has "more 1's" or as a problem that has "more 0's". The complexity of the task environment (i.e. problem space) is defined as the length of the words (N). The length of a word is simply the number of bits or positions in that word that can be 1 or 0. When there are N positions there are 2^N distinct words (i.e. problems). The complexity of the task environment does not change over time. In this paper, the level of task complexity examined is N = 27.**

Each decision period the organization is faced with a particular problem which is divisible into a set of subproblems. A problem is a word of length 2^N. A subproblem is a portion of the word. Each analyst is given a single subproblem. All analysts see the same size subproblem. The size of subproblems and the degree of overlap in who knows what depends on the level of redundancy as defined by the information access structure.

In order to examine the impact of the task on performance two versions of this task will be examined. In version one, the unbiased task, the problems will be drawn from the full set of 2^N words with replacement. All problems are equally likely and the probability of a 0 being the correct decision (50%) is equal to the probability of a 1 being the correct decision (50%). In version two, the biased task, the distribution of problems will be slightly skewed so that the probability of a 0 being the correct decision is slightly greater than the probability of a 1 being the correct decision (64%/46%).

2.2. Coordination Scheme

To reiterate, the organization's coordination scheme is defined as the C31 structure, associated order of processing, and rules for processing. In this paper, the coordination scheme is characterized by the organizational structure (who commands/communicates to whom and who co-ordinates for producing a final organizational decision) and the access structure (who has access to what information and hence the level of information redundancy).

*In determining what level of task complexity to examine two requirements were taken into account. First, in order to guarantee that there is a correct decision the number of bits in the full problem must be odd. Second, it must be possible to divide the problem such that, with the same number of analysts, different levels of information redundancy can be explored given that there are 9 analysts. When there is no redundancy and 9 analysts the possible choices of task complexity are odd multiples of 9 (9, 27, 45, 63, ...). When redundancy is admitted the task complexity must be greater than 9. Thus, 27 is the simplest case that meets these criteria.
2.2.1. Two Organizational Structures

Two organizational structures are examined: the centralized hierarchy and the distributed team (see figure 1). The primary difference between these two structures is the presence of upper level management in the hierarchy and the absence of such management in the team. The presence of such upper level management, by mediating the decisions made by lower level DMUs (analysts), may potentially reduce the impact of turnover thus affecting the level of redundancy needed for equivalent performance. These structures are not meant to exhaust the set of potential or actual organizational structures. Rather, they represent two idealized structural types which are interesting due to their prevalence in real organizations and which because of their structural difference (presence of upper level management) we expect to be differentially affected by turnover. Both the hierarchy [17; 21; 3; 22] and the team [1; 23; 24; 25; 26; 27; 28; 29] have been extensively studied, but their performance has rarely been contrasted. In addition, these two structures represent different ends of the organizational spectrum in terms of the degree to which institutional memory is centralized.

Centralized Hierarchy: The centralized hierarchy is modeled as a three tier organization composed of a chief executive officer (CEO), a set of assistant executive officers (AEOs), and a set of analysts. Each analyst in each decision period receives information (a subproblem), makes a decision (yes or no), and sends this decision to his/her AEO. The AEO takes the analysts’ decisions, makes an integrated decision (yes or no), and sends this decision to the CEO. The CEO takes the AEOs’ decisions, makes the final integrated decision (yes or no), finds out if it is correct, and then informs each AEO of the correct final decision. Then each AEO informs each analyst of the correct final decision. It is from these decisions and the resultant feedback that the analyst’s experience is formed. In this paper, the specific centralized hierarchy examined has 13 DMUs with 3 under each “manager” as in figure 1. There are 9 analysts. A hierarchy of 13 DMUs is the minimum size non-trivial hierarchy that can be examined such that the hierarchy has 3 levels and an odd number of DMUs under each “manager”.

Distributed Team: The distributed team is modeled as a single tier organization composed of a set of analysts. Each analyst, each decision period, receives information (a subproblem), and makes a decision (yes or no) independent of the other analysts. The organization’s decision (the final decision) is the majority vote of the analysts. The analysts then find out the correct decision. In this paper, the specific team analyzed has 9 DMUs all of which are analysts as in figure 1. The team has 9 DMUs in order to match the number of analysts in the hierarchy. The number of analysts, rather than total DMUs, is matched so that the complexity of the subproblem seen by analysts, regardless of structure, is identical given a task complexity and redundancy level.

Both Structures: The analyst, given his or her subproblem, must decide—yes (“I think there are more 1’s than 0’s in the full problem” represented by a 1) or no (I think there are more 0’s than 1’s in the full problem” represented by a 0). Thus, each decision maker is making a recommendation for what he or she thinks the final decision should be. The individual decision maker by passing on a 1/0 decision rather than the number of 1’s has compressed information; hence, there is information loss. Information loss is higher the more complex the subproblem faced by the DMU and the greater the number of organizational levels.

Problem solution requires integrating the analysts’ decisions. For each problem there is a decision provided by the organization (the final decision) and a true decision. The final decision provided by the organization is, for the hierarchy, the decision made by the CEO and is a “1” if the CEO decides there are more 1’s than 0’s in the problem, and a “0” if the CEO decides there are more 0’s than 1’s in the problem. For the distributed team, the final decision is the majority vote made by the analysts—“1” if more analysts think there are more 1’s or “0” if more analysts think there are more 0’s. For both hierarchies and teams the correct answer is a “1” if there really are more 1’s than 0’s in the problem and “0” if there really are more 0’s than 1’s. For the problems examined, the word size is odd (27) and there is a true decision. The organization's decision is correct if the final decision matches the true decision.
2.2.2 Information Access Structure

Who knows which pieces of information, and hence the level of redundancy, is defined by the information access structure. The level of information redundancy is defined as the average number of analysts who know each piece of information. To illustrate the division of the problem into subproblems given different levels of redundancy let us imagine an organization with 3 analysts which is faced with the problem - 101010001. In the no-redundancy case (where each piece of information is known by only one analyst) each analyst has a distinct subproblem which is a contiguous set of positions and each position in the word is evaluated by only one analyst. For the illustrative organization and problem the first 5 positions (1-5) would be the subproblem assigned to one analyst, the second three positions (010) would be assigned to a second analyst, and the last three positions (001) would be the subproblem assigned to the third analyst. Now consider the same organization with a low level of redundancy (1.67). For the illustrative organization and problem the first 5 positions (1-5) (10101) would be the subproblem assigned to one analyst, the five positions 4-8 (01000) would be assigned to a second analyst, and the five positions 1-2 and 7-8 (10...001) would be the subproblem assigned to the third analyst.

Redundancy is implemented by treating the problem, which is a bit string, as a circle and giving each analyst a contiguous block of bits such that their first bit occurs in the position where it would occur if there was no redundancy. Under this implementation: a redundancy level of 1 means that each analyst has access to 3 pieces of information, each piece of information is known by only one analyst, and there is no overlap in who knows what; a redundancy level of 1.67 means that each analyst has access to 5 pieces of information, there is 1 piece of information known by each analyst that is not known by some other analyst; a redundancy level of 2.33 means that each analyst has access to 7 pieces of information, each piece of information is known by at least two analysts, and no analyst has access to information that no one else has; and so on. When the redundancy level equals the number of analysts (9), we have a situation where all analysts have access to all information which corresponds to the case of complete overlap discussed in earlier studies [22, 1]. As the level of redundancy increases the complexity of the subproblems faced by the analysts increases. In this paper, four levels of redundancy will be examined - 1, 1.67, 2.33, and 3. These levels are chosen so that the size of the subproblem seen by the analyst is always odd - 3, 5, 7, 9.

2.3. The Decision Makers

All DMUs, regardless of type (analyst, AEO, or CEO), are experienzial based decision makers. Each DMU keeps a cumulative record of the subproblems that it receives, its decisions, and the true answer. For each DMU each subproblem that it sees falls into a particular class. A class is a particular pattern of 1's and 0's, such as 010. For example, in the no-redundancy case since each analyst sees three positions an analyst will have 2^3 or 8 classes of problems and 0.125 of all subproblems seen by that analyst will be in each class. As the DMU encounters subproblems it builds up, for each class of subproblems, an expectation as to whether the true decision when it sees a problem in that class is 0 or 1. The expectation that the answer is 0 is defined as the proportion of times in this DMU's experience that, given this class of problems, the true decision was a 0.
over rate, redundancy, and task type. By varying the value of these parameters 40 types of organizations for each task type can be specified. Each type of organization is simulated 400 times. This corresponds to examining 400 different organizations of this type. Each organization is simulated for 2500 decision periods (here it is faced with a sequence of 2500 problems). The random sequences for both turnover and problem choice are not repeated across runs nor across organizational types in order to prevent bias from a particular random sequence choice. Although the hierarchy and team can each see a different set of 400 sequences of 2500 problems this does not affect the results as these sets are drawn from the same underlying distribution. The same argument is true with respect to turnover.

For a particular type of organization, performance at a specific time is measured as the percentage of correct decisions made by all 400 organizations of that type. A correct decision occurs if the organization's final decision matches the true answer. Two specific measures of learning will be used - the "final level of learning" or "final performance" and the rate of learning. The final performance is defined as the percentage of correct decisions made in the last 200 decision periods (periods 2300 to 2500) by all 400 organizations. The percentage of correct decisions is an estimate of the ensemble probability of a correct decision at that decision period. For most organizations examined performance has plateaued prior to the 2000th decision period. Thus, by averaging the last 200 periods together a better estimate of final performance is achieved. For final performance the standard deviation is \((0.015)^2 \times 100\) which will always be less than 0.18%. The rate of learning is defined as the average number of decision periods it takes until the organization has increased its performance by 10% (learned to make 60% rather than 50% of its decisions correctly). For those organizations that never learn to make 60% of the decisions correctly the rate of learning is defined to be 1250 (half the maximum number of time periods). Typical standard deviations are in the range 10 to 20.

3. Can Redundancy Mitigate Turnover?

In the organizations examined, generally, as the rate of personnel turnover increases the performance decreases. The impact of information redundancy is less clear sometimes mitigating and sometimes enhancing the impact of turnover. Regardless of the rate of turnover or the level of redundancy both teams and hierarchies, generally learn to make more correct decisions.

3.1. Structure and Performance

Let us begin by looking at organizational learning as a function of organizational structure (no turnover, no information redundancy). The expectation is that, over time, the members of these organizations will learn and their performance will improve. This expectation is born out. Both hierarchies and teams learn; however, which type of organization learns more depends on the task.

With an unbiased task teams rapidly come to outperform hierarchies. Teams, in only 35 (σ = 4.59) decision periods, learn to make 60% of the decisions correctly; whereas, hierarchies take 195 (σ = 15.74) decision periods to learn to make 60% of their decisions correctly. The final level of performance for teams is 85% (σ = 0.12%) and for hierarchies it is 80% (σ = 0.14%). Teams outperform hierarchies simply because, in making the final decision, teams have access to more information (all analysts get a vote). In contrast, in hierarchies there is more information loss as the CEO does not see all of the analysts' decisions but a set of reduced decision made by the AEOs which in turn are based on the reduced information provided by the analysts. Since many of the problems are not decomposable (i.e., there are problems where the distribution of I's and O's are such that the correct decision can not be recovered from the subproblems) neither teams nor hierarchies learn to make 100% of their decisions correctly. Hierarchies suffer from greater information loss than teams and so learn less. In general, teams learn faster and better than hierarchies when the task is unbiased. As the level of redundancy changes, as the level of turnover increases, teams typically learn more than hierarchies. Across all hierarchy team pairs, where for each pair the level of turnover and redundancy is the same, the average difference in the mean performance for teams and hierarchies is 2.5% (σ = 0.11%).

With a biased task hierarchies come to outperform teams. The final level of performance for teams is 67.5% (σ = 0.17%) and for hierarchies it is 70.7% (σ = 0.16%). Like the unbiased task, however, hierarchies still learn slower than teams: the learning rate is 35 (σ = 3.73) for hierarchies as opposed to 15 (σ = 1.73) for teams. Hierarchies come to outperform teams when the task is slightly biased as the team has no upper level management to learn about the bias. Recall that the analysts in both teams and hierarchies learn the same thing, to be majority classifiers. The overall decision for the team is made by majority rule and so there is no mechanism for responding to bias. Thus, teams, despite less information loss fare worse than hierarchies as the individual decision makers do not have enough information to learn that the task is biased. In contrast, in hierarchies, despite the information loss, the upper level management can effectively piece together more information and hence come to recognize that the task is biased. As will be seen in the next sections, hierarchies do not always outperform teams when faced with biased tasks.

3.2. Personnel Turnover and Performance

Now consider the impact of personnel turnover where all new employees are novices, there is no information redundancy, and the task is unbiased. In both hierarchies and teams, the higher the rate of turnover the lower the final performance level (see figure 2). This is a monotonic relation. Performance is directly and negatively affected by turnover. In hierarchies, as the rate of turnover increases from 0 to 0.1 final performance drops from 80.5% (σ = 0.14%) to 53.1% (σ = 0.17%). Similarly, in teams, as the rate of personnel turnover increases from 0 to 0.1 final performance drops from 85.0% (σ = 0.13%) to 64.7% (σ = 0.17%). In both cases performance drops off rapidly at first as the rate of turnover increases. Personnel turnover degrades organizational performance because it is a perpetual drain on resources and portions of the institution's memory leaves as personnel leave. The perpetual training of new personnel necessitated by turnover detracts from the organization's ability to improve its performance.

In contrasting hierarchies and teams we see that for the same level of turnover teams learn faster and better, and hence outperform, hierarchies. The difference in final performance between teams and hierarchies decreases as the rate of turnover increases. For example, there is a difference of 3.3% (σ = 0.21%) between teams and hierarchies when the rate of turnover is low (0.01) and there is a difference of 1.6% (σ = 0.24%) between teams and hierarchies when turnover is high. This suggests that the higher the
Figure 2: Turnover Degrades Performance When the Task is Unbiased, But Has Little Effect When the Task is Biased

Final performance decreases for both teams (white circles) and hierarchies (black circles) as the rate of turnover increases when the task is unbiased. When the task is biased (squares) teams (white squares) actually show a slight improvement in performance as turnover increases. All new personnel are novices (no prior experience) and there is no information redundancy. Personnel turnover, going from left to right, increases from 0.0 (no turnover) to 0.10 (approximately one person leaves and another enters every 10 decision periods). Each dot represents the averaged behavior of 400 organizations of that type over 200 time periods.

expected level of turnover the less important the choice of organizational structure, but for low levels of turnover the team is a preferable structure.

In contrast, when the task is biased, turnover has little effect on final performance (see figure 2). In hierarchies, as the rate of turnover increases from 0 to 0.1 final performance drops from 70.7% (σ = 0.16%) to 67.3% (σ = 0.17%). Whereas, in teams, as the rate of personnel turnover increases final performance slightly increases from 67.5% (σ = 0.17%) to 66.9% (σ = 0.16%). As we saw in the last section, when the task is biased analysts do not have enough information to determine that the task is biased and so will act as they would when the task is unbiased. Thus, personnel turnover has less effect when the task is biased as the analysts are less effective to begin with.

In addition, as the rate of personnel turnover increases the rate at which organizations learn decreases for hierarchies but not for teams (see figure 3). In hierarchies, as the rate of turnover increases from 0 to 0.1 the rate of learning decreases which is seen in that the number of decision periods it takes to learn to make 60% of the decisions correctly increases from 195 (σ = 11.17) to 595 (σ = 257.19). Whereas, in teams, as the rate of turnover increases the rate of learning remains at 35. In contrast, when the task is biased hierarchies can actually learn faster (see figure 3).

In hierarchies, the rate of learning is not monotonically related to the rate of turnover and instead changes from 35 (σ = 3.73), to 25 (σ = 2.90), to 35 (σ = 4.05), and back. Whereas, for teams faced with a biased task, as the rate of turnover increases from 0 to 0.1 the rate of learning remains at 15. Contrasting figures 2 with 3 we see that organizations learn faster when the task is biased but they learn less, regardless of their structure unless the rate of turnover is quite high.

Figure 3: The Rate at Which Hierarchies, but Not Teams, Learn is Affected by Turnover

Hierarchies learn slower the higher the turnover when faced with an unbiased task (black circles), but may learn faster when faced with a biased task (black square). The rate at which teams learn (white dots), on the other hand, is not affected by turnover. The number of decision periods until organizations learn to make 60% of their decisions correctly for hierarchies (top line) and teams (bottom line) is displayed. The higher this value the slower the organization learns. All new personnel are novices (no prior experience) and there is no information redundancy. Personnel turnover, going from left to right, increases from 0.0 (no turnover) to 0.10 (approximately one person leaves and another enters every 10 decision periods). Each dot represents the averaged behavior of 400 organizations of that type.

3.3. Information Redundancy and Performance

Now let us consider the impact of information redundancy on organizational performance. First, consider organizations where there is no turnover and the task is unbiased. In both hierarchies and teams, information redundancy degrades final performance from performance under no redundancy conditions (see figure 4). For example, in hierarchies the final performance level changes from 80.6% (σ = 0.14%) when there is no redundancy, to 80.0% (σ = 0.14%) at the 1.67 redundancy level, to finally end at 76.9% (σ = 0.15%) at the redundancy level is 3. Similarly, in teams the final performance level changes from 85.0% (σ = 0.13%) when there is no redundancy, to 84.3% (σ = 0.13%) at the 1.67 redundancy level, to finally end at 79.4% (σ = 0.14%) when the redundancy level is 3. In dramatic contrast, when the task is biased and there is no turnover redundancy can actually improve performance, but it is not guaranteed to do so (see figure 4). For example, for hierarchies final performance increases from 70.7% (σ = 0.16%) when there is no redundancy to 73.9% (σ = 0.16%) when the redundancy level is 3. And for teams, final performance increases from 67.5% (σ = 0.17%) when there is no redundancy to 77.4% (σ = 0.18%) when the redundancy level is 3.

In addition, redundancy has a mixed effect on the rate at which organizations learn. With just a little redundancy the organizations learn faster; but, as the level of redundancy increases the rate of learning actually slows down (see figure 5). When the task is biased, the higher the redundancy the slower the teams learn; however, for hierarchies redundancy has little if any effect on the rate of learning (see figure 5).
3.4. Combining Redundancy and Turnover

Now let us consider the combined effect of redundancy and turnover. When the task is unbiased, the main effect for both hierarchies and teams is that rather than mitigating the effect of turnover, redundancy and turnover reinforce each other to the point that when both are high the organizations’ performance is only slightly better than chance. The greater task complexity, resulting from greater redundancy, means that decision makers are learning less which when coupled with more learned personnel leaves, when turnover is higher, results in increasingly worse performance. A more minor effect is that, regardless of organizational structure, when the rate of turnover is high a low level of redundancy can actually mitigate the impact of turnover and improve performance. When turnover is high, performance is so low that the greater resolution provided by redundant information comes in to play prior to the complexity effect. These effects are illustrated in figure 6 where the final performance of hierarchies is graphed as a function of both turnover and redundancy. Although not shown, teams exhibit identical behavior with the exception that they have a higher level of performance.

4. Conclusion

In contrast, when the task is biased, hierarchies and teams differ in their behavior. For hierarchies low levels of redundancy can mitigate low levels of turnover (see figure 7) but with high levels of turnover redundancy is irrelevant. Low levels of redundancy improve performance due to increased resolution. Contrasting figures 6 and 7 we see that when the task is biased the hierarchies performance is less affected overall by turnover and redundancy than it is when the task is unbiased.
4. Discussion

The model proposed is an over simplification of individual and organizational behavior. In particular, the DMUs are very limited agents and the organization is facing a very simple task environment. Individual decision makers are modeled as perfect historians engaged in experiential based decision making. Admittedly, this is an oversimplification of actual human decision making behavior. These “individuals”, despite being intrinsically adaptive and imperfect statisticians, do not exhibit all of the cognitive limitations known to affect individual decision making behavior nor are they capable of more complex forms of learning such as rule creation. In the proposed model there are no framing effects as the individual always correctly categorizes a problem which may reduce the number of incorrect decisions made by the individual decision makers hence producing greater organizational performance. And, in the proposed model there are no saliency affects as the individual correctly remembers all experiences and makes decisions using all previous experiences. Yet, the performance of human decision makers is affected both by how they frame problems [32] and what information they consider salient (or are able to recall) [33; 34]. Similarly, problem framing and information saliency or availability affects organizational performance [35, 36]. Further, the inability to create new rules such as responding with a 1 as the final answer with a certain probability if its expectation is greater than the expectation of a 0 - results in an inability to determine that the task is biased on the part of the decision makers. In addition the individual decision makers are cooperating to locate the true decision. By focusing on cooperative behavior the effect of such forces as differential goal setting, negotiation, bargaining, persuasion, and gaming are missing from this formulation. And, it is assuredly the case that within organizations such behaviors occur [37]. Finally, since the organization is facing only one task at a time there is no question of who should attend to what problem nor do the decision makers become confused by having multiple goals or having too much information as they might were they trying to solve multiple problems at once. Collectively these various factors probably result in the organizations examined learning faster and more, and hence coming to perform better, than would organizations composed of more limited agents in a more complex less cooperative task environment.

Now let us consider other features of the model such as size, turnover, and redundancy. In this study, all organizations had the same number of analysts. Thus, hierarchies had more DMUs than did teams (as opposed to 9). Having extra personnel, however, did not enhance the hierarchies' performance. Consider for a moment a team with 13 analysts. In such a team, each analyst faces a less complex subproblem and the degree of information loss when the team votes to form the final decision is less (a reduction from 27 to 13 rather than to 9). Consequently, a team with the same number of DMUs as the hierarchy would perform even better than a team with the same number of analysts. The benefit of those “extra decision makers” to the hierarchy is that they store a reduced set of information. What this analysis suggests, however, is that such storage does not, under many conditions, make up for the loss in information that the organization suffers from not treating all decision makers as peers (as is done in the team). This is particularly true when the task is unbiased.

In the proposed model, only analysts leave and all
analysts are equally likely to leave. Yet, in real organizations, upper level management does change and there are often systemic controls on who leaves. For the hierarchy the retention of upper level management results in greater institutional memory; consequently, were management to leave, the hierarchy might have suffered more from turnover than it did. For both teams and hierarchies were leaving the organization based on tenure or on poor performance slightly different results would have followed. For the team, examined performance and experience are correlated. Thus firing low performing individuals is like firing new workers and higher turnover rates would be no more effective than lower rates; whereas, firing individuals with more tenure is like firing high performers and should decrease final performance. Since individuals with more tenure have more experience making all individuals equally likely to leave is effectively the same as following a mixed firing strategy.

Turnover leads to the loss of information, a reduction in institutional memory, and generally lower performance in the proposed model as there is no repository for knowledge in the organization other than personnel. External repositories for knowledge, such as rules of operation, forms in file cabinets, and computerized data bases (like those that occur in information, decision, or expert systems) are not taken into account. Yet, such repositories as the trappings of bureaucracies (17) affect organizational behavior (36). Were the model expanded to consider such external repositories the organization might be less affected by turnover and would probably exhibit a greater rate and level of learning when novices or “good fit” personnel are hired. Whether such repositories are beneficial to the organization when inappropriate personnel are hired is more problematic.

In the proposed model redundancy is modeled by increasing the overlap in information across decision makers in a rotating fashion. Thus as redundancy increases so does the complexity of the subproblem seen by the analyst but not the degree of consensus across decision makers. A main effect of redundancy is to cause the organizations to learn not only less but slower. Alternative models of redundancy would have lead to different results. For example, if redundancy was modeled by multiple analysts having completely identical information then redundancy would have consistently mitigated the effect of turnover, there may have been an optimum level of redundancy per turnover rate, but in the absence of turnover the organization would still have learned slower the greater the level of redundancy.

Despite the limitations of the model it does capture many of the features of organizational behavior and thus can serve as a framework to look at many of the issues just discussed. For example, using the proposed model as a base different models of turnover and redundancy could be examined. As another example, the approach used herein could be easily adapted to explore whether the experience possessed by the new personnel affect performance, or whether different structures - such as matrix - perform better under these various conditions.

5. Coordinating for Success

An analytical exploration was conducted of the relationship between the organization’s coordination scheme and organizational learning when the organization is faced with a quasi-repetitive integrated decision making task and there is personnel turnover. This exploration suggests that the coordination scheme - the organizational structure and the information access structure - impact not only performance but the rate at which the organization learns and the ability of the organization to cope with turnover.

No coordination scheme, however, dominates. Teams outperform hierarchies when the task is unbiased but hierarchies can outperform teams when the task is biased if they have the right information access structure and right level of turnover. Thus, there is at times value to the organization in having different types of agents (such as in the hierarchy). Different coordination schemes are optimal for different tasks. Choosing the wrong scheme can actually damage performance. For example, if you think the task is unbiased and you expect only minimal turnover then you would be best off to organize as a team with no redundancy. If you are wrong, and the task is biased you would have been better off to have some redundancy or to have organized as a hierarchy. For both hierarchies and teams, however, having a little redundancy may enable the organization to operate at an acceptable, although not optimum, performance level thus making the organization somewhat immune to needing to know task type.

Different information access structures produce different organizational behavior as when information redundancy increases at least three different forces come into play - complexity, resolution, and overlap. Complexity occurs as each decision maker has more information to contend with, there are more classes of subproblems, the frequency of each subproblem is less, and so the individual, and consequently the organization, learns more slowly. For the decision maker, receiving more information on a specific task decreases his or her ability to notice similarities between tasks. While this may lead to greater eventual learning, it will slow down the rate of learning. Resolution occurs as each decision maker by having access to more information has a greater chance of estimating the true answer. Overlap occurs as pieces of information are seen by multiple decision makers. It is this effect that is typically associated with redundancy and forms our expectation that redundancy should mitigate the impact of turnover.

This study suggests, however, that this expectation may in many cases be wrong. The explanation lies in the fact that although increased redundancy may lead to increased overlap in who has access to what it may not increase consensus as different decision makers by sharing some and not all information may come to interpret the information they share in different ways. Indeed, the indiscriminate distribution of information across decision makers in order to assure multiple access can degrade performance and will often slow the rate of learning. The tradeoff between task complexity and redundancy that this analysis illustrates suggests that a need to know strategy may actually improve organizational performance by reducing task complexity. In any case, this analysis suggest that the manager must be careful in assigning access in order not to reduce performance by making tasks too complex. Thus overall, the best coordination scheme may be one of divide and conquer.
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