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Executives argue intuitively that trust is critical to effective organizational performance.
Although articulated as a cognitive/affective property of individuals, the collective effect of
events influencing (and being influenced by) trust judgments must certainly impact
organizational behavior. To begin to explore this, we conducted a simulation stud 'y of trust
and organizational performance. Specifically, we defined a set of computational agents, each
with a trust function capable of evaluating the quality of advice from the other agents, and
rendering judgments on the trustworthiness of the communicating agent. As agent judgments
impact subsequent choices to accept or to generate communications, organizational
performance is influenced. We manipulated two agent properties (trustworthiness,
benevolence), two organizational variables (group size, group homogeneity/liar-to-honest
ratio), and one environmental variable (stable, unstable). Results indicate that in
homogeneous groups, honest groups did better than groups of liars, but under environmental
instability, benevolent groups did worse. Under all conditions for heterogeneous groups, it
only took one to three liars to degrade organizational performance.

To what extent does trust influence organizational performance? Executives,
as well as the literature on management, point to the importance of trust; in
fact, it is often argued that trust is a fundamental prerequisite for good
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organizational performance (Nicholas, 1993). Without trust, work needs to
be rechecked, decisions need to be reevaluated, cooperation decreases, col-
laboration diminishes, and organizational performance declines. In a recent
survey on job performance, respondents rated “trust” and “getting along
with others at work” as the two most important skills (Frazee, 1996). Simi-
larly, Krackhardt and Hanson (1993) illustrate the significance of both
advice and trust networks in an organization. But is trust always necessary
for good organizational performance? And under what conditions is
untrustworthiness even noticeable in an organizational environment ?

We begin to explore such questions as these from a slightly different
perspective and a slightly different methodology than is typically engaged
for “affective” research. Specifically, we make a strategic assumption that
under certain circumstances, situationally defined trust is best viewed as a
primarily cognitive, rather than primarily affective, construct. Furthermore,
under this assumption, trust can be articulated in computational form as a
social judgment decision rule, albeit a simple one. That is, for some tasks,
trust judgments may be required, but these judgments require more informa-
tion than affect. From this, we explore how small variations on trust Jjudg-
ments, realized as simple deliberation properties of interacting
computer-based agents, impact individual and organizational behavior.

Organizations are complex, dynamic systems often faced with ambigu-
ous environments that may change rapidly and unpredictably. For organiz-
ations, factors interact in complex and often nonlinear fashions to determine
performance (Carley & Svoboda, 1996). One important source of these non-
linearities is the adaptiveness both of the organizational agents and of the
organization. Change in what individuals know or what they believe they
know influences individual and collective performance. However, change
and uncertainty go hand in hand; that is, what was true at one instant of
time may not be true at another.

A critical resource for organizations in the face of change and uncer-
tainty is information (Stinchcombe, 1990). An important source of informa-
tion for an individual in an organization is that obtained by communicating
with other individuals in the organization (Mintzberg, 1973). However,
information from others (as indirect experience or knowledge) can be a
source of uncertainty as well as information for a variety of reasons, ranging
from observational difficulties of the original source, changes in the original
source since observations, or even intentional communication of
inaccuracies—lying. Consequently, communication from individuals during
task performance (about the task) can be a source of uncertainty, thus con-
tributing to task ambiguity. Lies can be thought of as a form of deliberate
manipulation of the uncertainty of disseminated information, therefore
(possibly) increasing the ambiguity of the task, as the capacity of informa-
tion to influence choice decreases.
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In this paper we examine the extent to which lies impact organizational
performance. As we have noted, our method of exploring this topic is based
on a computational model of agents with well-defined, but simplified models
of social judgment and communication. We first briefly summarize the rele-
vant literature on trust and organizational performance. We next describe a
computational view of trust. We then describe the current study, in which
we explore how organizational (team) size, agent benevolence, and the
number of lying agents (as a source of task ambiguity) impact organizational
behavior (processes) and performance in both stable and unstable task
environments (another source of task ambiguity).

TRUST AND ORGANIZATIONAL BEHAVIOR

Research on organizations has generally been concerned with one of two
logics of performance—the logic of the task and the logic of interaction—
which can be at odds. In the logic of the task, the set of agents in the organ-
ization work collectively to solve some problem or achieve some commonly
held goal. This logic assumes a set of cooperative and trustworthy agents. In
such a system, ambiguity, should it occur, originates from information errors
external to the individual, and ambiguity is an exogenous factor to the indi-
vidual’s deliberation processes. In the logic of interaction, the set of individ-
uals communicates and exchanges information in order to create and
maintain social norms and to achieve individual goals. This logic assumes
neither cooperation nor trustworthiness, but it does presume that the task is
not an overly influential basis for interaction; ambiguity may arise either
from the individual or from transmission errors between individuals. We
explore the range of these two logics by merging types of organizational
individuals in an organizational setting. For some individuals, ambiguity is
exogenous and indeed external to that individual. For others, ambiguity is
endogenous and deliberately created.

Studies of organizational behavior usually assume that the logic of the
task dominates the group, and task-based collective behavior becomes inter-
preted and reinforced by social norms of cooperation and expectations cen-
tered on trust. Empirical evidence does suggest, at the organizational level,
that trust and performance are related. For example, at the inter-
organizational level, Zaheer et al. (forthcoming) demonstrate that exchange
performance (i.e., setting up agreements to transfer goods-services-personnel
between two companies for other goods-services-personnel) was higher for
those organizations where boundary spanners (i.c., those who work across
organizational boundaries) reported higher levels of trust in the partner
organizations. At the individual level, however, the relation between trust,
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Cooperatives, and performance is less clear. Cooperativeness is not always in
the individual’s best interest, for lying can produce an advantage, and leve]s
of trust can fluctuate significantly (Klein, 1997).

Herein our concern js with trust in the organizational context. Our
understanding of tryst draws from the socia] and behavioral sciences, as
issues of affect, in general, and trust, in particular, have long been of interest
to social scientists. Research in psychology and sociology has examined the
impact of trust in individuals (Barber, 1983; Rotter, 1971), in close relation-
ships (Rempe] et al, 1985; Rempe] & Holmes, 1986), and in groups (Lewis &

Such studies also demonstrate that when collections of individuals inter-
act, and each individual has g simple goal (such as trying to attain the
highest cumulative award), interesting and nontrivial social dynamics and

about others.
But what would happen if organizational constituents choose to lie?
What would be the nature of the social dynamics? Following in the tradi.
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prerequisite for continued cooperation, is necessary for improved per-
formance of the organization.

From an individual agent’s perspective, information about the organiz-
ational task is gained through direct observation and through a process of
interacting with other agents. We take a constructural perspective on this
interaction process (Carley, 1991a; Kaufer & Carley, 1993): as agents inter-
act, they acquire information that changes the way they perceive the world,
their actions, attitudes, and beliefs. These changes influence the nature and
the extent of subsequent agent interactions. The dynamics underlying this
change is an evaluation of the relative similarity between agents. That is, two
agents are more likely to interact if they both believe that they are more
similar to each other than they are to others in the group (Carley, 1991a;
Carley & Krackhardt, 1996). We extend this perspective by basing these
similarity judgments on the perceived truthfulness of the other. In our
model, agents always see themselves as truthful, whether or not they are.
Thus, as they encounter others, if they come to believe that those others are
less like themselves (ie., that they are liars), then they are less likely to
engage that other in a future interaction. The likelihood of subsequent
engagement is a social evaluation function incorporated in the model.

Within organization science, researchers have examined the impact of
various forms of uncertainty on organizational performance (March &
Weissenger-Baylon, 1986; Pfeffer et al, 1976). A subset of this work focuses
on the relationship between agent uncertainty and overall organizational
performance, leading to the development of organizational models that
begin to address issues of uncertainty in a formal fashion. For example,
Carley et al. (in press) examine how the performance of the organization is
affected by the agents being incorrect information from other agents about
the task state. Not surprisingly, organizational performance decreases under
conditions of information uncertainty. More to the point, there is an inter-
action between uncertainty, the organizational structure (team versus
hierarchy), and the division of labor. In particular, some organizations,
solely because they have different structures, may be insulated against such
forms of uncertainty (Carley, 1991b; Carley & Lin, 1995). Differences at the
individual level can have profound effects on organizational performance;
however, the strength of those effects depends on the structure of the orgah-
ization (Lin & Carley, 1993).

Researchers have begun to explore organizational issues using computa-
tional models of organizational decision makers—agents. In general, the role
of affective, social, and personality-based agent attributes is of increasing
interest to researchers in the areas of computational social and organiz-
ational theory (¢.g., Canemero & Van de Velde, 1997), artificial intelligence
(Bond & Gasser, 1988; Huhns & Singh, 1998; Dautenhahn, 1997), and social
scientists in general (Picard, 1997; Reeves & Nass, 1996). For example, one
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set of studies revolves around how the distribution of information and
advice through a particular medium—the computer—impacts advice taking
and trust judgments (Lerch et al,, 1997a). They revealed a “Turing effect,” in
which the characterization of advice as coming from an agent had significant
effects on trust (e.g., they trusted the expert systems less than the human
experts). Furthermore, evidence revealed possible sources for the Turing
effect and demonstrated that manipulations of how an agent is characterized
can significantly influence trust judgments (Lerch et al, 1997b). Trust, in this
experiment, was a function not of the message content, but of expectations
about the nature of the agent delivering the information.

COMPUTATIONAL APPROACH TO TRUST

As we have suggested, one way of understanding organizations, and
developing theories of them, is by crafting and analyzing computational
models of organizations as collections of agents. Computational modeling
(and theorizing) is an invaluable asset to the organizational researcher, as it
helps to lay bare the structure and implications of agent properties, adapta-
tion mechanisms, task elements, and organizational characteristics on per-
formance. Computational theorizing helps to systematically reason through
the consequences of multiple interacting factors within organizations con-
tributing to (or inhibiting) performance. Furthermore, as both the social
interaction and the social capabilities of an agent can be defined (or
approximated) computationally (Carley & Newell, 1994; Carley & Prictula,
1994), it is meaningful to conduct computational experiments that address
social interaction as well as (associated) sociocognitive agent properties in
order to explicate their individual and collective behaviors (Carley &
Pretula, in press; Carley et al., 1992; Prietual & Carley, 1994).

Computational theorizing is also clearly useful when theorizing about
adaptive or dynamic systems. In such systems, the level of complexity, lack
of critical simplifying assumptions, and existence of significant nonlinearities
dictate performance and may render the system mathematically intractable.
In these situations, computational theorizing acts as an aid by enabling the
theorist to systemically explore the space of possibilities by examining the
behavior and performance of such systems under varying parametric condi-
tions. Computational theorizing thus can facilitate the study of how human
characteristics (like trust) and human-like interaction (communication based
exchanges) impact organizational performance under different task and
structural constraints.

In the abstracted organizational setting we describe, trust is primarily
cognitive and only secondarily affective; therefore it is fundamentally com-
putational (Newell, 1990). The view of trust as primarily a cognitive con-
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struct is consistent with empirical findings on the nature of trust in certain
organizational settings (¢.g., McAllister, 1995).

In addition, we also view trust as a multidimensional construct
(Corazzini, 1977). Trust encompasses a number of attributes, including belief
in the predictability of others and an expectation that others will act with
goodwill. Predictability of others implies that each agent thinks that others
will behave as they did in the past. Hence it is reasonable for each agent to
predicate their actions on both their own knowledge and on the past actions
of others. The expectation of goodwill means that each agent initially pre-
sumes that all others are honest. Truthfulness, in our agents, is the default.
Further, since goodwill is expected, even if agents think that others have
lied, they are going to discount the event. Agents may learn that others lie
and so respond to others as liars rather than truth tellers, but it will take a
number of instances of lying for that change to occur.

COMPUTATIONAL STUDY OF TRUST

A simulation study was conducted by defining a task to be accomplished
by teams of computational agents who can communicate regarding aspects
of the task. The task is a generically defined search task that could be speci-
fied in a variety of isomorphic forms, such as a search for items in a ware-
house (Prietula & Carley, 1994) or as a search for specific resources on the
Internet (Carley & Prietula, in press), as depicted in Figure 1. In this study,
we used the warehouse interpretation of the task, whereby each agent must
proceed to specific order-stack location to obtain a single item-order. The
agent must then search the warehouse for the item, moving from “stack to
stack,” then retrieve the item, deliver the item to a specific delivery location,
and return to the order-stack for the next order-item. Agent queues may
develop at any stack location.

The simulation was based on a discretized event cycle, where each agent
could simultaneously execute a move on each cycle (unless blocked in a
queue). The stacks are one move away from each other in a linearly increas-
ing distance from the order-stack, at zero, to the farthest item stack, in this
case at ten. An agent can detect an item in a stack only if the agent is at a
specific stack location queue, and agent queues do not interfere with this
detection. However, an agent can only retrieve an item (or an order) if that
agent is at the front of the queue.

Agents were modeled in the following manner. Each agent has an item
memory (it recalls where it has encountered items), communication capability
(it can ask and receive advice concerning order-item locations), and a social
memory (it recalls the accuracy of the advice obtained from other agents). In
addition, each agent had an honesty construct (whether it would lic or be
honest in providing advice) and a benevolence construct (a forgiveness algo-
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rithm for bad advice). All of these elements work together to define the
social interaction among agents.

The nature of social interaction was as follows. With respect to the
honesty construct, agents are either Liars or they are Honest; thus this con-
struct defines a situationally independent agent propensity. Essentially, this
describes how an agent responds to any request for advice. An Honest agent
will respond directly to the questioning agent only if it knows the location of
the item in question. On the other hand, a Liar agent will respond to any
request for advice, supplying incorrect location information.

An agent recalls the advice provided by an agent and engages a simple
social judgment model of advice acceptance and benevolence, based on three
agent judgment states: trustworthy, risky, and untrustworthy. Good/bad
advice moves the judgments up/down. Advice from trusty/risky agents is
accepted, and questions from them are answered if the agent knows the
correct answer (unless the answering agent is a Liar, then no knowledge of
the true location is required). Questions from agents judged as untrustwor-
thy are ignored. With respect to the benevolence construct, agents are either
Forgiving or Nonforgiving. If an agent is Nonforgiving, the untrustworthy
state is absorbing, and an agent deemed untrustworthy remains so judged,
so all advice is ignored and no advice is provided to that agent. If an agent is
Forgiving, received good advice from a risky agent can alter the judgment of
that agent to a trusty state, and received good advice from an untrustworthy
agent can alter the judgment of that agent to a risky state.

In addition, we varied the stability of the task environment (i.e., to be
Stable or Unstable) in the following manner. In the Unstable condition, as
each agent retrieves an item from a particular stack, that agent will disrupt
the task environment by restacking interfering items from that stack to
another stack. In the Stable condition, an agent simply removes the target

item with no subsequent repositioning of interfering items.

The first set of issues we address concerns the nature of various baseline
behaviors for the task. For the Stable and Unstable task environment condi-
tions, the task was run with one agent each. This resulted in total moves of
610 (for the Stable) and 617 (for the Unstable) to complete a 20-item task. In
this task, a total of 20 orders (no duplicates) were to be filled by searching
the warehouse locations. Over those 10 locations were distributed the 20
items (no duplicates) as 2, items per stack, with items 1 and 11 on stack,
items 2 and 12 on stack 2, and so forth.

We then examined the effect of group size on homogeneous groups
varying agent honesty (Honest, Liar) and agent benevolence (Forgiving,
Nonforgiving), while varying agent group sizes as 2, 4, 6, 8, and 10 agents.
These were crossed with Stable and Unstable task environment conditions.
The results are presented in Figure 2. In Figure 2 the conditions are identi-
fied by the 3-tuple, i-j-k, where i = {L/liar, H/Honest agents}, j = {F/
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forgiving, N/nonforgiving agents}, and k= {S/stable, U/unstable
environment}. Thus each 3-tuple describes a group of agents, all of which
possess the particular characteristics and task situation.

As can be seen from Figure 2, the best performing groups, as may be
expected, are groups of Honest agents in Stable environments. In such situ-
ations, the benevolence of the agents is not relevant, as no “bad advice” is
generated, so no forgiveness is required. In addition, the optimal size for the
task is actually the 2-agent group. Adding additional agents does not
improve the task, but rather incurs costs resulting from wait times in the
queues. However, the additional agents still yield effort (as total moves)
savings over a single agent.

an Unstable task environment. That 1S, an agent recalls an item from some
particular stack and communicates its knowledge, but it does not know that
another agent has subsequently moved that jtem. From Figure 2, we can see
that “honest mistakes” can generally be addressed by assuming a non-
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forgiving stance. Forgiveness can be a group liability in midsized teams
under Unstable task environments. Nonforgiveness has relative improve-
ments up to the 10-agent group. Note that the overall effort exceeds that of
a single agent once 8 agents are involved, regardless of their benevolence.

As expected, groups comsisting of Liar agents do much worse than
groups of Honest agents. Paralleling the prior results, a Stable environment
affords relatively lower costs (except for the 2-agent group) under a group of
Liar agents, regardless of benevolence. The reason for this, in part, is that
although agents generate false information regarding the location of an item,
a subsequent search can systematically locate it in a series of steps that are
bounded by the starting location (of the agent searching) and the actual
location of the item. Thus, for this version of the task (number of items in
the task, number of stacks in the task environment), moderately sized groups
(2-agent through 8-agent) can exploit task stability over benevolence.

On the other hand, the worst performing groups are agents that are both
Forgiving and Liars, closely followed by Nonforgiving agents, in Unstable
environments. The Unstable environment makes sequential search (the
agents’ default mechanism when no acceptable advice is forthcoming) diffi-
cult, as the search space is constantly changing. Similarly, Forgiving agents
in this Unstable environment is a liability. Again, as the group size
approaches 10, the differential effects disappear.

Finally, with 10-agent homogeneous groups, the overall effects converge
to three categories: Liar agents (regardless of benevolence or task stability),
Honest agents (regardless of benevolence) in Unstable environments, and
Honest agents (regardless of benevolence) in Stable environments. Thus, for
this task, homogeneous groups are sensitive to the effects of benevolence,
lying, and task stability with relatively small group sizes, but certain effects
systematically disappear as group size approaches 10. Consequently, we then
focused on groups of 10 agents.

In general, and as we have found, it is expected that organizations of
Liar agents will do worse than organizations of Honest agents. What is
perhaps less obvious is the impact Liar agents would have in a Benevolent
group. This was explored as follows. The organization’s size was held con-
stant at 10 agents, while the number of Liar agents in the group was varied
according to the schedule: O, 1, 2, 4, 6, 8, and 10 agents. Therefore the
extremes considered are the prior reported conditions: all Liar agents, all
Honest agents. It is the mix that is of interest.

Additionally, we examined the mix under both Stable and Unstable task
situations. The results are presented in Figure 3. In Figure 3 the conditions
are identified by the 2-tuple, i-j, where i = {Fforgiving, N/nonforgiving
agents} and j = {S/stable, U/unstable environment}. Included in Figure 3
are control lines for the total moves taken by a single agent (1-Agent), the
10-agent group of Honest agents in a Stable task environment (10-Honest/S),
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the 10-agent group of Honest agents in an Unstable environment (10-
Honest/U), and the 10-agent group of Liar agents (10-Liars).

group of Honest agents can almost entirely mitigate the effects of environ-
mental stability (i.e., lines F-S and N-S). For Honest agents in an Unstable
environment, the inclusion of two Liar agents can achieve levels of effort
similar to those of groups made up of 10 Liar agents. Four Liar agents in
the Stable task environment achieve such results.

Insight into this can be found by examining the number of location fail-
ures or faults that occur. A location failure is when an agent perceives a

Figure 4 depicts the number of location failures for the groups. In Figure 4
the conditions are identified by the 2-tuple, i-j, where i = {F/forgiving, N/
nonforgiving agents} and j = {S/stable, U/unstable environment},
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verge, in Figure 3) by examining the effects of bad advice. In Figure 5 the
differences between communication events (Good Advice — Bad Advice) are-
shown. In Figure 5 the conditions are identified by the 2-tuple, i-j, where
i = {F/forgiving, N/nonforgiving agents} and j= {S/stable, U/unstable
environment}.

Stack failures may or may not be the result of advice (i.e., a failure could
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Thus the amount of bad advice generated quickly dominates the organ-
izatiopal communication. At Jow Liar-to-Honest agent ratio levels, a smaj
number of Lijar agents can be extremely disruptive to organizational per-
formance. How this occurs is twofold.

tion without success.

DISCUSSION

We have presented an exploratory analysis of the relationship between
an affective response, trust, and Organizationa] performance. Further
research in this area needs to explore the impact of other affective responses
and determine the extent to which they are amenable to computationa] form
and examination, Individual agents develop cognitive coping mechanisms

at the individual Jeve] may be beneficial at the groups or team level. These
kinds of trade-offs need more exploration,
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One of the major limitations of the two models described herein is the
lack of a mode! of motivation. In the models we have described, the agents
either are, or are not, liars. If they are liars, then they do not choose to
whom they lie or how often they lie. Rather, given the opportunity to
provide information, they lic. Other than severe pathological cases, humans
do not behave in this fashion, and the situation within which we placed
these agents was specifically circumscribed. Nonetheless, even with this very
simplified view, we find that it is not always possible for other agents to
recognize a lie when they “hear” it. Other types of uncertainty can mask lies
and make Honest agents appear to be Liars, and vice versa. Organizational
theorists have been quick to point out that structures, processes, and rou-
tines can stabilize the task environment to the extent that it is possible for
trust to develop and persist (Heide & Miner, 1992). Our argument is truth
may persist even in the absence of a stable environment if the various
sources of uncertainty serve to mitigate each other.

Incorporating additional motives, although increasing model verticality,
will also increase the complexity of the results. Imagine, for example, what
might happen if agents were motivated to lic only if that lie was likely to
increase their own relative performance. In this case, Liar agents would
reserve their lies for others who were high performers. If the Liar happened
to be the highest performer, the agent might never lie. In group settings, we
might find it behooves a group to have some group members who are liars
so that the group as a whole can outperform the other group—an inter-
esting ethical dilemma.

Finally, Barnes (1981) argued that excessive reliance on trust can result
in exclusive and dysfunctional reliance on “soft data” over “hard data” in
making decisions. For example, one such type of soft data is the opinion of a
local expert. In our study, if the environment is volatile, the opinion of any
one agent is unlikely to consistently match the underlying reality. Thus trust
in a single agent may result in major errors even when that agent is inher-
ently honest. An important extension of the work we have provided would
be to examine how much worse or better organizational decisions would be
if they were made on the basis of expert opinion or data when the environ-
ment is uncertain and one source of that uncertainty is the proportion of
agents in the organization that are lying.

CONCLUSION

Turner (1993) suggests that one of the basic problems in multiagent
systems is that of resource consumption, and argues that this problem exists
for both artificial and human societies. Thus, computational studies about
how to avoid this problem will have value to both societal types. We note
that issues of uncertainty, and trust, are also basic multiagent problems and




uncertainty and the mechanisms for reducing uncertainty, whether or not
they are aimed at liars, may be performance enhancing. Furthermore, since
the impact of lying on organizational performance is 3 function of the size of
the Organization, then the cost of tolerating liars may vary with organiz-

We conclude with a sma]j observation. In our worlds of work, the
thought of a set of individuals intentionally and consistently lying may be
difficult to accept. We therefore offer a8 more modest interpretation Imagine
Someone at work who consistently offers advice that is unintentionally
incorrect (either in whole or in part), as skill is both fleeting and fragile in
volatile knowledge environments. Would the organizationa] effects and
responses be substantially different ? Perhaps the road to suboptimality js
also paved with good intentijons,
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