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Synthetic adaptation is the process whereby any entity composed
of intelligent, adaptive, and computational agents is also an
intelligent, adaptive, and computational agent. Because of syn-
thetic adaptation, organizations, like the agents of which they are
composed, are inherently computational. We can gain insight into
the behavior of groups, organizations, and societies by using
multiagent computational models composed of collections of in-
telligent adaptive artificial agents. CONSTRUCT-O and ORGAHEAD
are examples of such models whose value for social, organiza-
tional, and policy analysis lies in the fact that they combine a
network (social and knowledge approach) with a multiagent ap-
proach to effect more realistic behavior. The results from a series
of virtual experiments using these models are examined to illus-
trate the power of this approach for social, organizational, and
policy analysis.

Social, organizational and policy analysts have long recog-
nized that groups, organizations, institutions, and the soci-

eties in which they are embedded are complex systems. For
example, the thought of an organization conjures up a series of
interlocked images of people working on tasks, managers coor-
dinating personnel, alliances, mergers, practices for hiring, lay-
offs and technology adoption, strategic and operational behav-
ior, and so forth. In these complex systems, part of the
complexity emerges from the fact that humans are a key
component. Humans are the canonical adaptive intelligent
agent, complete with computational (i.e., bounded information
processing) capabilities. Because of synthetic adaptation, groups,
organizations, institutions, and societies, like the humans of
which they are comprised, are intelligent, adaptive, and compu-
tational. Specifically, synthetic adaptation is the process whereby
any entity composed of intelligent, adaptive, and computational
agents is also an intelligent, adaptive, and computational agent.
The very nature of these systems suggests that multiagent models
composed of intelligent adaptive and computational agents may
be valuable in predicting, understanding, and interpreting be-
havior. Further, because computational models enable the user
to run large scale virtual experiments without altering the actual
socio-technical world in which we live, such models become an
important tool for organizational and policy analysis.

Computational analysis using multiagent models is beginning
to significantly impact the way groups, organizations, institu-
tions, and societies are managed and the way individual, orga-
nizational, market, technology, and policy decisions are made
and evaluated. Computational analysis is reshaping the way we
think and reason about complex phenomena where emergence
plays a central role. Some of the areas most affected are
organizational design and strategy, commerce, organizational
learning, information technology impacts, innovation, and dif-
fusion. Multiagent models used in a ‘‘what-if’’ fashion are
improving our understanding of how different technologies,
decisions, and policies influence the performance, effectiveness,
f lexibility, and survivability of complex social systems.

Computational organization science is a new perspective on
groups, organizations, societies, and policy systems that has
emerged in the past decade in response to the need to under-

stand, predict, and manage system level change including, but
not limited to, change that is motivated by new technology (1).
Computational organization science is a neo-information pro-
cessing approach to the study of social, organizational, and policy
systems that combines social science, computer science, and
network analysis. All agents, synthetic or not, human or artificial,
are viewed as knowledge consumers and producers embedded in
an ecology of networks linking entities such as agents, resources,
knowledge, organizations, and tasks. Learning and change prac-
tices, such as innovation, turnover, etc., are viewed as linking the
micro (individual agent behavior) to the macro (multiagent
behavior). Hence, computational organization scientists see
emergence and adaptivity as resulting from these change pro-
cesses being enacted to maintain, alter, or transform networks.
Multiagent models are used to enable theory building (2).

To see the revolutionary sweep of this idea, it is important to
recognize that traditional organizational theory was concerned
with manufacturing firms, traditional policy analysis with ratio-
nal actors, and traditional social science with collectives of
independent actors. Yet, we know that many modern organiza-
tions trade in knowledge, not just goods, in producing services
and information and not just physical devices. In today’s world,
information processing, communication, and knowledge man-
agement have become key. Changes in computational power,
telecommunications, and information processing are affecting
when, where, and how work is done. Further, we know that
humans and the systems in which they are embedded are not
rational—in the traditional economic sense; rather, they satis-
fice, are cognitively limited, act emotionally, and so on. These
bounds on human behavior will not be eliminated by technology.
Finally, we know that actors interact and have affiliations that
form a network constraining and enabling behavior. Technology,
although it might affect the size and density of this network, will
not eliminate the role of such networks. Computational orga-
nization science builds on these fundamental findings.

In this paper, this new scientific paradigm and its power for
fundamentally changing the way we approach and understand
social, organizational, and policy issues are illustrated. A series
of computational multiagent models will be used to generate
these illustrations. In particular, we will focus on results from the
ORGAHEAD (3, 4) and CONSTRUCT-O (5, 6) models.

Computational Socio-Knowledge Perspective
Recent advances in social networks, cognitive science, computer
science, and organization theory have led to a new perspective
on groups, organizations, institutions, societies, and policy sys-
tems that takes into account the computational nature of
organizations and the underlying social and knowledge net-
works. Socio-technical systems such as organizations are viewed
complex, computational and adaptive (1). Such systems are
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composite synthetic agents composed of other complex, com-
putational, and adaptive agents constrained and enabled by their
position in a social and knowledge web of affiliations linking
agents, knowledge, and tasks. The use of computational models
enables the generation of meaningful insights and the evaluation
of policies and technologies. This result is true, whether the
system is a collection of people, artificial agents, synthetic agents,
or some combination of these. Because different agents will have
different cognitive and communicative abilities, different capa-
bilities for acquiring, processing, storing, retrieving, and com-
municating information, and the behavior of the socio-technical
systems will depend on the capabilities of the constituent agents.
The capabilities of the agents will define what types of ‘‘social’’
behaviors emerge (7).

The basis for this argument is a ‘‘bodiless’’ view of knowledge.
Knowledge is a complex structure of ideational kernels and the
connections among them and is not directly linked to the physical
body of any one agent. The relations among information can
occur within the mind of an agent or between agents, such as
‘‘shared ideas’’ or the ‘‘I know that you know’’ linkages. Knowl-
edge exists within and between individual agents and groups of
agents. Synthetic adaptation derives from the structural nature
of intelligence. Change in this knowledge is synthetic adaptation.
Synthetic adaptation occurs in a composite agent as the member
agents change or the connections within and among them
change. Because of synthetic adaptation, groups and organiza-
tions are more than the simple aggregate of the constituent
personnel.

Learning leads to bits of information being learned and
forgotten (nodes added and dropped) and connections among
information being learned and forgotten (relations added and
dropped). By extrapolation, any agent that can add or drop nodes
or relations in the knowledge space is learning. Any entity
composed of intelligent, adaptive, and computational agents is
also an intelligent, adaptive, and computational agent. In this
sense, organizations are intelligent, adaptive computational
agents in whom learning and knowledge are distributed (2,
8–10). Consequently, organizations can take action distinct from
member agents. This synthesis process involves many complex
nonlinear processes and is not a simple aggregation across
member agents.

Agents, resources, knowledge, tasks, and organizations are
connected by and embedded in an ecology of networks (6, 11,
12). We can think of a set of core corporate entities—agents,
knowledge, resources, tasks, and organizations—that define a set
of networks. The network among agents, the social network,
entails all relations by which agents interact, communicate, and
exchange goods, services, and information. The network linking
agents to bits of information is the knowledge network. This
network defines who knows what. As agents learn, as agents
interact, these networks change dynamically (13). These net-
works, when coupled with the change processes, provide a
detailed model of the socio-technical system. Aspects of the
socio-technical system that have traditionally been examined by
noncomputational researchers can now be precisely measured
when formulated in this fashion. For example, the authority
structure and the communication structure are defined in terms
of the interaction network, the culture is defined in terms of the
knowledge network, and the potential data in terms of the
information network.

Information processing research (14) demonstrates that limits
to an agent’s information processing capabilities effect outcomes
in socio-technical systems. Taking such limitations into account
leads to more accurate prediction of organizational performance
(15). For agents, what actions they can take depends on what
knowledge and resources they have, what they are assigned to do,
and what knowledge is currently salient. What knowledge is
salient is in part a function of the agent’s cognitive architecture

(7). Humans’ cognitive architecture makes them at least bound-
edly rational (16, 17). In fact, they are actually even more limited.
Such cognitive limitations create the need for social behavior (7).
Social interaction, and more specifically, the structure of the
socio-technical system, places a limit on agent rationality and
hence behavior (18). Thus, what information is available and
salient to the individual is a function of the agent’s position in this
set of interlocked networks. Additionally, there is an interaction
between knowledge (e.g., training, what agents know, and their
information processing capabilities) and structure in effecting
organizational performance (19, 20). Consequently, all actions
are embedded in an ecology of networks that curtail the creation,
use, and acquisition of information. In this sense, it makes more
sense to think of agents not as boundedly rational, but as
structurally rational.

For individual agents, decision-making is often characterized
as search (21); so too, for organizations (22, 23). For organiza-
tions, there is a relationship between their organizational archi-
tecture and its performance (20). The networks in which agents,
individual or synthetic, are embedded constrain and enable their
search (8, 24) and limit performance.

The organization’s architecture, despite being this set of
networks, is typically characterized in terms such as size, span of
control, density of connections among personnel, workload, and
so on. If we take the set of all organizations for a particular task,
there is a performance surface that characterizes maximum
performance achievable, given this set of characteristics.

The organization, as a synthetic agent, is trying to move
through this space searching for the structural form that enables
higher performance. The design of socio-technical systems thus
becomes a strategic exercise in establishing and managing these
networks to conduct search in this space (25). Various change
agents or processes in the organization, such as the CEO, do the
actual search. As structural changes are made, the socio-
technical system moves about in this space. For an organization,
structural changes include such activities as hiring new person-
nel, eliminating divisions, redesigning the organization so that
who is reporting to whom changes, and retasking individuals so
that who is doing what changes. This search may be done
locally—looking only at organizations or agents who are nearby
in the performance space and so have similar characteristics—or
globally—looking at the vast panorama of what architectural
forms are possible. This search may be done in an exploratory
manner—looking at totally new forms—or in such a way to
exploit known competencies—for example, moving along only a
single dimension.

All of the search strategies that humans are capable of are also
available to organizations. This finding does not mean that
organizations can search and change in any way they wish.
Rather, the adaptation of agents (human, artificial, or organi-
zation) is constrained, often by forces beyond the agents imme-
diate control. Laws, financial constraints, technology, etc. limit
where in the performance space organizations can move. For
example, the tenure system effectively curtails the search
through the performance space for universities. In general, the
organization will have a set of change strategies that will
determine how it moves through this space.

Changes in the knowledge network are experiential learning.
Changes in the social, assignment and organizational networks
are structural learning. Moving an organization from one loca-
tion to another may eliminate knowledge, or render it less useful.
Experiential learning is fragile. For example, if the organization
changes its architecture, the agents within the organization may
find that their experience is not valuable. The organization can
move to a position that structurally enables a higher potential
maximum performance but in which, at least initially, the
organization performs worse. As an example, installing new
technologies and new databases in organizations, which can be
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thought of as altering the structure of the organization, can
temporarily degrade performance because the knowledge peo-
ple had about how to operate the old technology is no longer
valid (26). Experiential learning and structural learning clash
when the lessons of experiences become invalid as the agent is
given a totally new task to do, or a new group of people to
interact with. Experiential and structural learning are only two
of the change processes in these systems. The networks affect the
rate of learning, thus determining how fast the organization
attains its full potential.

This depiction of socio-technical systems represents a new
scientific paradigm. This perspective, drawn from a large number
of empirical studies, is consistent with arguments of distributed
cognition, transactive memory, and the social construction of
knowledge. Viewing socio-technical systems in this way makes it
clear that multiagent models can be meaningfully used in the
development and explication of organization theory.

Socio-Technical Systems as Networked Multiagent Structures
We can embody these ideas in computational models. Two such
models are ORGAHEAD and CONSTRUCT-O. Both of these
simulations are multiagent models in which the agents are
structurally rational, task oriented, and embedded in networks of
interaction and knowledge. Agents are engaged in doing a
classification choice task. The distinction between the models is
that ORGAHEAD focuses on organizational adaptation and all
communication occurs through the formal organizational net-
works; whereas CONSTRUCT-O focuses on information diffu-
sion and the impact of technology at the informal or inter-
organizational level. Both models have been previously
described in the literature in detail so here only a brief descrip-
tion is provided.

ORGAHEAD is a computational framework for examining
the behavior of individuals and organizations as they learn,
interact, and perform tasks (3, 4). Issues relating to organiza-
tional learning, adaptation, design, restructuring, training, agent
ability, and so on can be examined by using ORGAHEAD.
ORGAHEAD has been successfully used to examine and predict
strategic change in small organizations of 5–45 agents. Compo-
nents of ORGAHEAD have been validated at various levels.

ORGAHEAD characterizes organizations at two levels: op-
erational and strategic. At the operational level, the organization
is characterized as a multiagent system in which the agents can
learn and have a position in the organization’s architecture that
constrains whom they communicate�report to, what resources
they have access to, and what subtasks they are assigned to. At
the strategic level, the organization is characterized as a purpo-
sive actor; i.e., there is a CEO or executive committee that tries
to forecast the future and decides how to change the organiza-
tion’s structure to meet anticipated changes in the task environ-
ment or to improve general performance. As a result of this
characterization, ORGAHEAD is comprised of a series of
inter-linked models: the operational agent model, the CEO
model, and the task model, all of which are linked by the
organization’s architecture. The architecture is defined in terms
of the number of personnel, resources�subtasks and the con-
nections among these entities.

CONSTRUCT-O is a computational framework for examin-
ing the coevolution of social structure and culture under differ-
ent technological and demographic (5, 6, 8, 27, 28) conditions.
Issues relating to information diffusion, impact of new telecom-
munication technologies, friendship formation, alliances, public
goods, and so on can be examined by using CONSTRUCT-O.
CONSTRUCT-O has been successfully used to examine and
predict the flow of information and the assimilation of groups.
Components of CONSTRUCT-O have been validated at various
levels.

Agents in CONSTRUCT-O learn through interaction. They
concurrently engage in a communication learning cycle where
whom one interacts with changes with what one knows and vice
versa. Information technologies, as artificial agents, take part in
this cycle. Differences among agents—humans vs., e.g., data-
bases—are made on the basis of their information processing
characteristics. For example, humans can initiate interaction, can
communicate to one or many others, can forget, and can learn
from only one other at a time whereas a database cannot initiate
interaction, can communicate to one or many others, cannot
forget, and can learn from only one other at a time. Subtle
differences in capabilities can have profound consequences (29).

Addressing Organizational and Policy Issues
Multiagent models of complex systems such as ORGAHEAD
and CONSTRCT-O can be used to address a large number of
design and policy issues. In a sense, such models are the new
decision aids. The decision-maker comes up with a ‘‘what if’’
question. Then, a virtual experiment is run by using the model
in which a number of scenarios are examined. Each scenario is
run hundreds if not thousands of times, and the results are
statistically analyzed. Mean and variance of the underlying
distributions produced by the model provide guidance on the
likely impact on outcomes of interest to the decision-maker given
the scenarios examined. The potential of this approach will be
demonstrated by looking at a set of typical findings. These results
should be treated as illustrative, with each topic requiring more
in-depth analysis.

Can Any Organization Succeed? Using ORGAHEAD, a virtual
experiment was done to look at the tendency to industry
diversification in terms of performance. A set of 100 organiza-
tions were simulated for 40,000 time periods in both stable and
changing environments. In the changing environment, there is a
dramatic change in the task at time 20,000. Initial architectural
forms were chosen randomly. Results indicate that industry
diversification is inevitable. Moreover, the final behavior of any
one organization is due to organizations locking into the wrong
strategies, and failing to respond to major environmental
changes, and not because of the specific set of tasks in a
particular time period.

In Fig. 1, the behavior of two prototypical organizations faced
with the changing environment is shown. Oscillations in perfor-
mance occur as structural changes result in knowledge losses as
personnel are laid off, given new tasks, or placed in new
divisions. Clashes between structural and experiential learning
increase diversity in architectural form and performance. Mal-
adaptive organizations lock into strategies of change that are

Fig. 1. Performance profiles over time.
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counterproductive (such as oscillating bouts of hiring and firing).
In contrast, adaptive organizations lock into strategies that
enable continued flexibility (such as repeated tuning through
retasking and redesign). However, behavior and so performance
can be turned around. Major changes such as changing the CEO
and top management team at the time of an environmental shift
can be quite effective. As we see in Fig. 1, one organization
struggles with various forms altering its performance and hap-
pens to be in a high performance state when the environment
changes and is able to learn new strategies of change that are
better suited to this new environment. In contrast the original
top performer has learned how to be very top in the first
environment, but is so inflexible that when the environment
shifts it cannot learn new appropriate strategies. Organizations
that start out as top performers can fail and vice versa as is
indicated in this figure. Path dependence, initial conditions,
fortune, and response to triggering events all affect long run
behavior.

How Do You Design for Success? A well-established finding in
organization theory is that there is no one right organizational
design. Rather, the optimal design depends on a variety of
factors. A key is congruency or match. Organizations whose
structure (reporting, task assignment, knowledge network, ca-
pabilities network) is matched to the demands of the task (needs
network, requirements network) tend to outperform those that
are less congruent. What kinds of changes can we expect in
congruent organizations that enable them to maintain or im-
prove performance. Will congruent organizations remain con-
gruent? Using ORGAHEAD, 1,000 organizations varying in
initial organizational architecture, training, and agent capabili-
ties were simulated for 10,000 time periods (at one task per time
period). These organizations were all adapting to a stable
environment. Data on performance, strategic changes, agent
training, and the initial and final architecture of the organization
were recorded.

The relative behavior of the top and bottom performing
organizations are examined separately. The top performing
organizations or adaptive organizations are defined as the 10%
of the 1,000 organizations with the highest average performance
in the last 500 tasks whereas the low performance or maladaptive
organizations are the 10% with the lowest average performance
during this same period. Despite comparable initial organiza-
tional architectures and levels of congruence, the adaptive and
maladaptive organizations end up with dramatically different
architectures. No organization is perfectly congruent. Initial
choices lead toward improvement or error. Over time, organi-
zations become increasingly differentiated. Adaptive organi-
zations become larger and less dense whereas maladaptive
organizations become smaller and denser.

Policies that inhibit growth may well stif le the long run ability
of the organization to be a top performer. Results also indicate
that the combination of structural learning (through redesign,
retasking, hires, and fires) and individual learning (training and
memory), as well as initial conditions, influences performance
and ultimate structure. Adaptive organizations, i.e., those that
exhibit higher sustained performance, learn to be flexible in
whom they assign to what (retasking), grow in size, and employ
personnel who are more capable (more memory). Organizations
learn to be large if they learn not to redesign (change who is
reporting to whom) and if their personnel are not over-trained
initially.

What Enables or Inhibits Adaptation? Over time, however, organi-
zations can vary both in the type of structural change in which
they engage and the amount of such change. We can think of a
sudden increase in the amount of structural change as ‘‘shaking’’
the organization. Examples of shaking would be rapid down-

sizing or change in the CEO and top management team. We
can think of gradual changes in who is reporting to whom and
who is doing what as tuning. With ORGAHEAD, we examine
the relative impact of tuning and shaking on organizational
performance.

In the stable environment, adaptive organizations tend to
engage in much more tuning than do maladaptive organizations
(see Fig. 2). In particular, they tend to bring individual agents in
and then expend their effort moving the agents about until the
reporting structure stabilizes. Tuning, both redesign and retask-
ing, tends to facilitate adaptation. For high performance orga-
nizations, they learn that the optimum type of structural learning
is redesign, then retasking, then hiring, and then firing whereas
the maladaptive organizations lock into a cycle of hire-fire-hire-
fire. This simulation result suggests that humans that have been
in high performance firms will prefer to change their organiza-
tion by tuning even if they are told that a shake will result in an
optimized organizational structure. Such behavior is observed in
real groups where overworked individuals prefer to shed tasks
than to change personnel.

There are many other factors that also promote adaptation.
Simulation results suggest that adaptability is facilitated by
agents having sufficiently complex positions that they need to
interact with others, and have been sufficiently cognitively
challenged in the past that they have developed a wide enough
transactive memory to adapt. Increasing redundancy, so that
there are sufficient resources and tasks that change is possible,
and pushing the power to handle exceptions (least upper bound-
edness), as low in the team as possible, also enhance adaptability,
although not as strongly as these other factors. In contrast,
performance is enhanced by designing a team that is tuned for
the specific set of tasks, is large, and has a low span of control,
low cognitive load, and little redundancy—all factors that pro-
mote rapid but narrow learning. As can be seen in Fig. 3, factors

Fig. 2. Adaptive organizations tune rather than shake.

Fig. 3. Factors affecting performance and adaptability
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promoting adaptation may work against performance and vice
versa. This result suggests that it is difficult, and perhaps
impossible, to design for both adaptability and high perfor-
mance. The process distinction between performance and adapt-
ability hinges on flexibility and learning. Rapid learning en-
hances high performance. Low span of control and low cognitive
load enable rapid learning. Teams learn rapidly and are there-
fore good structures for novel situations or rapid response
situations such as fire fighting.

In contrast, adaptability is enhanced by the agents having
complex situation awareness and excess (redundant) access, both
of which enable flexibility. High cognitive load and redundancy
slow learning, yet, over time, increase insight into different
situations, thus enabling broader knowledge and greater gener-
alization. Training in teams and creating more complex tasks
that require more discussion among personnel would facilitate
adaptation.

Consider for a moment the opposite question: what inhibits
adaptation? Groups, after all, are easier to manage and respond
to if they are not adaptive. The implication of this work is that
you can never totally prevent new behaviors from emerging.
Learning is ubiquitous and occurs in all agents, and the effects
of learning lead to cascades of change across the metamatrix, for
example, as individuals learn new ideas that have the potential
to change who they are likely to interact with, which resources
they can use, and which tasks they can or are assigned to do.
Further, if you want to make a team or organization less
adaptive, give them little to do, divide the tasks so that there is
no need for personnel to communicate to get the task done,
isolate personnel, inhibit communication, eliminate resources
(e.g., through tight budgets), and so on.

Still another approach to minimizing adaptation may be to
convince others to learn only from their successes. Consider the
following application. Organizations are often faced with indus-
trial accidents to which they need to respond. In such crisis
situations organizations often respond by becoming more rigid
(30). Data on 69 organizations faced with industrial accidents
were collected. Then, each of these organizations was simulated
for their behavior both before and during the crisis. The model
predictions fit the data remarkably well in terms of predicting
performance. But, with simulation you can go one step further.
Not all organizations adapted their architecture when faced with
an accident. Simulation was used to predict what would have
happened if the organizations that had changed had not, and if
those that had not changed had. We found that organizations
that do not shift their structure when faced with a threat actually
outperform those who do shift. However, shifting structure does
significantly improve performance more than the performance
gain by not shifting. Left to themselves, these organizations
might learn that it pays to shift. However, by using simulation,
we ask what would have happened had they not shifted. In this
case, the analysis suggests that performance would have been
even better had they not shifted.

Will Technology Help Retain Expertise? We often find that technol-
ogy may not have the expected impact (27, 28). In general, it is
difficult to think ahead about the impact of technology because
there are so many complex interactions. Here, we use multiagent
models to look at the impact of databases. Many organizations
are worried that they are losing expertise. As individuals forget,
age, and so retire, or move from one company to the next,
information is lost. In many cases the information may be critical
to the core competencies of the company, thus reducing their
long run ability to succeed. One potential solution is to develop
databases that the experts fill with their knowledge. The move
to Lotus Notes is such a process. But will these databases really
serve as an auxiliary memory? By using construct, a virtual
experiment was run to look at whether such databases could

overcome the data loss because of forgetting. The database was
treated as a public good with little information initially but whose
value increases as more people contribute their ideas.

The results are shown in Fig. 4. Notice that, even when people
forget, eventually everyone will learn new or novel information.
However, once a database is put into the corporation, several
things happen. First, the rate at which the new idea diffuses slows
down. In other words, contributing to the database takes time
away from learning novel concepts. Second, rather than pre-
venting information loss, the database may guarantee it. Notice
that, when there is a database, some people never learn the new
idea.

Will Technology Increase the Unity of Perspective? Another reason
for using databases is that they provide a common reference.
They should increase shared knowledge within the group, enable
more complex and accurate team mental models, and so on.
Simulation results, however, suggest that databases may have the
opposite effect. Asking individuals to put their information in
the database reduces the time they spend with each other
conversing. Consequently, it will take longer for shared knowl-
edge and these team mental models to form. Moreover, in the
long run, with a database less should be shared (Fig. 5).
Remember, having a database guarantees that information does
not diffuse completely. One reason for this result is that, because
many people can access the database at once, the frequency of
known information being repeated increases, thus interfering
with novel information diffusing. As a consequence, the level of
shared knowledge and the ability to generate a unified perspec-
tive may be compromised. These effects hold even when indi-
viduals are seeking information.

Conclusion
Herein, a new theoretical perspective on organizations was
described that draws on issues of computation, social networks,
and knowledge networks. This perspective argues that organi-
zations are synthetic agents (complex, computational, adaptive,
and multileveled in their own right) whose behavior is a function

Fig. 4. Impact of database on information diffusion.

Fig. 5. Impact of database on shared information.
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of the webs of affiliation linking tasks, resources, knowledge, and
member agents who are themselves complex, computational,
and adaptive. It follows from this perspective that multiple types
of learning are possible. There are structural learning (learning
as reflected by changes in the social network) and experiential
learning by individuals, to name just two. Clashes and synergies
between structural learning within the synthetic agent and
experiential learning within member agents can cause the orga-
nization to lock into specific change strategies (to engage in
metalearning) that may be detrimental to adaptivity.

Another feature of this perspective is that many technologies
can themselves be agents. Databases, for example, are artificial
agents with a position in the networks in the metamatrix. When
such agents are part of a socio-technical system, there are
unintended consequences. In particular, the benefits of such
technologies may not be realized. In particular, time spent
interacting with these artificial agents impacts time spent inter-
acting with humans.

For every result described herein, it is possible to imagine
conditions where the results might not hold. For example, it may
be that information has only a window of time where it is useful
and capturing such knowledge in a database may be worthwhile.
It may be that it is good to lose some information, and such loss
may actually improve performance. It is important to note that,

regardless of the methodological approach used by the re-
searcher, there may be alternative explanations for the results
observed. There may be reasons to question the applicability of
the findings. This result is nothing unique to the multiagent
approach. The key point is that these models enable the analyst
to look at complex systems and reason about such scenarios in
a more systematic fashion than many other forms of theorizing.
In many cases, simply building the model brings value in and of
itself to the policy maker or manager as it lays bare hidden
assumptions and potential limitations in the current system. As
we move toward more realistic agents and tasks, the value of
these models can only grow.
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